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Abstract: If return on revolving credit lines helps compedrsi@nders for wealth expropriation

given moral hazard, borrowers’ risk and lendergime are expected to be positively related. Our
main findings support this prediction, in contr&stthe only previous work that examined this
problem two decades ago. Nevertheless, we findeagie of mispricing regarding the undrawn
portion of facilities. We also observe that renégain enhances the risk-compensating role of

return. Moreover, insufficient renegotiation inteépgan even reverse the risk—return relation.
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1. Introduction

As with other credit instruments, lenders enterimtg a credit line agreement run the risk of
being expropriated through asset substitution gleasd Meckling 1976). As Smith and Warner
(1979) put it, take a firm that enters into a credireement for the stated purpose of engaging in
low-risk investment projects and the contractuavggions commensurate with that low risk.
After origination, the value of the borrower’s cfe rises and that of the lender’'s decreases by
substituting with high-risk projects. Hence, if ental markets are not sufficient to solve the
lender—borrower conflict (Long 1973, Fama 1978g, blorrower has incentives to use the line of
credit for these risky projects. If this eventualbgcurs, lender wealth can end up being
expropriated.

This expropriation risk helps explain the motivatidor provisions included in credit

agreements (Tirole 2006, Chava and Roberts 20@8)inBtance, it helps understand why credit
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line contracts include a large set of covenants dlaw lenders to decline making additional
loans or even accelerating the facility (Wight &t 2007). However, before covenants are
triggered, return can compensate for credit rigkm@ration and, hence, for any potential wealth
transfer from lenders to borrowers (Asquith et28l05). In addition, since a large proportion of
facility contracts include provisions that incredbe costs associated with credit lines under a
technical bankruptcy, the compensating role ofrrefand the protective role of covenants can
complement each other if the facility is not accatied after a covenant violation. Moreover, the
relevance of this kind of risk—return compensatian be even more central, since lenders often
waive covenant breaches and contracts are frequemgotiated in anticipation of and to avoid
covenant violations (Roberts 2015).

On the basis that returns may compensate for isgrgaisk and, hence, help protect against
wealth expropriation, we expect to observe thairnst on corporate credit lines are positively
related to corporate default risk. The empiricalgsis of the hypothesis that returns on credit
lines play a risk-compensating role has previoluse¢n carried out by Asarnow and Marker
(1995). Nevertheless, despite the relevance ofrifke-return relation for financial theory, no
other empirical work has delved into this problemthe last 20 years. This lack of research is
even more concerning, given the high percentageogborate financing that credit facilities
provide (Kashyap et al. 2002, Jimenez et al. 2089§,2009), along with the fact that Asarnow
and Marker (1995) find evidence of mispricing.

To perform our analysis, we focus on the annualiatdrns yielded quarterly by interest
rate spreads and fees according to contractualgioog while the credit contract is outstanding,
given the level of facility usage, and reduced Iy liboss given default (LGD); that is, we focus
on the coupon return realized according to contiedgbrovisions and diminished by the LGD.
The reason we use this type of return is thatfiéces how contracts define firms’ quarterly risk
premiums; thus, we can analyze whether contracts designed so that risk premiums,
diminished by bankruptcy losses and given actuafjeiscompensate for risk.

The risk—return trade-off depends on whether tleditigs pricing and usage yield a return
that adapts to corporate risk as circumstancesvevblowever, credit contracts are inherently
incomplete (Aghion and Bolton 1992). Accordinglygnacontractible aspects or unanticipated
circumstances may lead to a precarious adaptaticgetuon to risk. In this regard, Roberts (2015)

states that renegotiation is a means of dynamidaling with such incompleteness. Indeed, the



author points out that renegotiation is primarilgned at addressing unforeseen contingencies
and, specifically, borrower risk. These findinge @onsistent with those of Gorton and Kahn
(2000). In a model of renegotiation between a hweroand a lender in which the credit contract
gives the latter a liquidation option, Gorton andhid (2000) show that the status quo is never
the best option for the lender once bad news ateuborrower are known; that is, if the arrival
of negative information about the borrower’'s peariance does not lead the lender to liquidate
the credit agreement, the lender will renegotiateremadvantageous terms. Renegotiation,
therefore, can help align the lender’s risk andamels. In tune with this view of renegotiation,
we expect that a highly active (in terms of renggmn) lender—borrower relationship enhances
the risk-compensating role of return.

As the discussion above has already suggested,imrgnthe risk—return trade-off in the
market for revolving facilities is related to buffers from the analysis of the relation between
corporate risk and facility pricing: Since outstargddrawdowns are not constant, return depends
on both pricing provisions and usage. Indeed, aseesland Wu (2015) point out, lender
profitability does not necessarily increase in riest rates and fees: Higher costs may decrease
usage enough to reduce retutriEherefore, studying the risk—return relation regsiknowing
how usage and pricing, besides corporate riskyvewhile the credit agreement is active.

This type of analysis is highly demanding in terofsdata. To conduct it, we use five
commercial databases and two linking databasesitidally, we hand-collect data for a
random sample of US publicly traded corporatiorat thave at least one active credit line in the
sample period. In this regard, first, we use 104 40-K US Securities and Exchange
Commission (SEC) filings to obtain data on the tprér usage of facilities at the credit line
level. Although Standard & Poor’s (S&P) Capital pfovides data on usage, it does so at the
firm level and does not always differentiate betwesvolving and term loans. Collecting data at
the facility level, however, involves an obstadlarge firms tend to have a considerable number
of facilities simultaneously and usually disclos®rmation about usage in an aggregate manner.
To overcome this problem, we focus on firms witlseds below $20 billion. This threshold

makes sample firms comparable to mid- and smallfcays. However, it does not seem a too

! Previous work has identified the right to draw down a line of credit as a put option (Thakor efl8B1, Hawkins
1982). In tune with Black and Scholes’ (1973) pricimodel, increases in the volatility of the ass&lerlying this
contingent claim raises, all else being equalvtilae of the option and, hence, the facility's spi®and fees should
also increase (Calomiris and Wilson 2004, Berg let2816). Nevertheless, higher spreads and feesalo
necessarily imply higher returns.



restrictive a threshold, since less than 5% of fiwaAcial US firms in S&P’s Compustat
universe have assets above $20 billion. SecondQ Hxd 10-K reports reveal that the main
commercial database that provides data on linesredit, Thomson Reuters Loan Pricing
Corporation’s DealScan, does not include a relbtil@ge number of amendments to credit
agreements (around 30% over the sample faciliti€k)s flaw is extremely relevant to our
analysis, which requires taking into account chanteat could affect quarterly returns on
facilities. Therefore, we use information in 10-@dal0-K reports to find contracts missing from
DealScan in the Electronic Data Gathering, Analgsid Retrieval (EDGAR) system. To obtain
the entire set of sample contracts, we also cotleetcontracts of the facilities in DealScan.
Third, we use this set of contracts to obtain infation that DealScan does not cover or covers
insufficiently.

Our primary result is that there seems to be atadtibetween risk and return in the market
for lines of credit. Specifically, in our base mfde standard deviation increase in risk at the
mean appears to increase annualized quarterlyneehyr 12.80%. The presence of such a trade-
off is robust to different specifications and difat measures of risk. It is an outcome, however,
that is at odds with the results of Asarnow andkRda1995), who observe that return and risk
are not positively related. Nevertheless, anotltiesuo results is in line with those of Asarnow
and Marker (1995): We find evidence suggesting thatmarket for lines of credit underprices
the risk of drawdowns increasing as borrower craglithiness deteriorates.

Additionally, our results support the hypothesiatthenegotiation intensity strengthens the
risk-compensating role of return; that is, an actiender—borrower relationship seems to
contribute to a higher return for a given increasecorporate risk. Moreover, insufficient
renegotiation intensity can even reverse the riski#n relation.

Although this paper builds on that of Asarnow andrkér (1995), their analysis has
limitations that could help explain why they do mdiserve a positive relation between risk and
return. We use information that they do not, sushfacility-level data on usage and the
determinants of the quarterly values of spreadsfeesl Thus, our analysis is not performed at
the level of a broad risk category but, rathethatfacility level and we do not assume constant
levels of usage; that is, our data enable us terate how returns evolve while facilities are
outstanding and at the credit line level itselfdaAanally, although we also perform a univariate

analysis in the style of Asarnow and Marker (199&),use a multivariate framework to examine



the risk—return trade-off. To the best of our knedge, this is the first paper to analyze the risk—
return relation in the market for revolving fagds by means of multivariate econometric

techniques. We expect, therefore, our work to Isbigd light on an almost unexplored area of
research. As a contribution to this aim and based@w hand-collected data, we also describe
features of facilities’ pricing schemes to whicheyibus academic works have paid little

attention.

Our paper is also related to previous empiricallistal examining the relation between
corporate risk and pricing provisions in the maretcredit lines (Shockley and Thakor 1997,
Strahan 1999, Beatty et al. 2002, Asquith et a@520/anso et al. 2010, Berg et al. 2016, Duran
2017). Our primary focus, however, is on returnsteaad of pricing features. In addition, in
contrast to most of the previous work, we do nobphada static approach that analyzes the
relation between a contractual provision and riskaogiven date (usually at origination): We
examine the relation between risk and return dynalhyi while the facility is outstanding.

Additionally, this research is closely related tadées that have analyzed how financial
covenants protect lenders through restricting beerobehavior (Dichev and Skinner 2002,
Chava and Roberts 2008, Nini et al. 2009, Sufi 2@B39miroglu and James 2010, Demerjian and
Owens 2016). Our paper complements these previoukswn the sense of analyzing whether
return can also protect lenders from wealth expatipn by providing adequate compensation.

Finally, the analysis is related to previous wahat have examined the renegotiation of loan
contracts (Gorton and Kahn 2000, Roberts and @@ 2Ivanov 2012, Roberts 2015, Nikolaev
2016), although the empirical effect of renegatiaton the risk—return trade-off has not been
previously studied.

The rest of the paper proceeds as follows. Se@idascribes the data, sample construction,
and summary statistics. Section 3 discusses tha meatures of facility pricing, along the
assumptions used to compute returns. Sections 45apiesent, respectively, univariate and
multivariate analyses of the hypothesis that retimelp compensate for risk. Section 6 examines
the effects of renegotiation on the risk—returnatieh and Section 7 concludes the paper.
Appendix A defines the variables used in the amalysppendix B presents the pricing criteria
used to define the quarterly value of spreads aad.fAppendix C shows the purposes for which

credit lines can be used according to credit cotgra



2. Data and sample construction
This section describes the sample constructiongssy@as well as the basic characteristics of

the sample data. We also compare our sample @Gdhgustat and DealScan databases.

2.1. Sample construction: The starting dataset

The final dataset of our analysis is the resulinefging information from five commercial
databases and a manually collected dat&getextract data on credit facilities from DealScan
and quarterly accounting data on firms from ComgiusAs Appendix B indicates, data from
Capital IQ and Thomson Reuters Datastream areinsb@ computation of some of the criteria
determining applicable interest rate spreads aesl. fPata provided by the Center for Research
in Security Prices US Stock Database (CRSP) ard tsealculate the standard deviation of
sample firms’ daily stock returns. We merge thisgadase and Compustat by means of the
CRSP/Compustat Merged Database.

Ouir first step is to merge the DealScan and Cormapukstta. To do so, we use the linking
database provided by Chava and Roberts (2008).st&sallows us to obtain a dataset with the
guarterly accounting data of firms that have astleme outstanding revolving credit line in the
sample period, 2006:Q1 to 2012:Q2. Quarterly degauaed due to the high frequency of credit
agreement renegotiations, which makes changesdmg@ischedules quite common in the life of
credit facilities (Roberts and Sufi 2009, Robe@d 2, Nikolaev 2016). The sample period ends
in 2012:Q2, because this is the last quarter covdreg the DealScan—Compustat linking
database. The main reason for using 2006:Q1 astaining quarter of our analysis is the time
cost involved in manually collecting information time usage and features of credit lines. Our
sample, nevertheless, extends through 26 quarters.

Once the starting DealScan—Compustat dataset erajed, we apply filters. We exclude
firms in DealScan that cannot be matched to tho$&ompustat, as well as non-US and financial
firms.2 In addition, we only keep observations correspogdb dollar-denominated revolving
lines of credit Following Sufi (2009), we also require firms iretBealScan—Compustat dataset

to have a minimum number of consecutive quarter€ompustat, with active lines of credit.

2 To exclude financial firms, we drop firms with Stard Industrial Classification (SIC) codes 600®%9

% Following Berg et al. (2015), we select loan comnmeints whose DealScan variableantype is either
Revolver/Line < 1 YrRevolver/Line >= 1 Y1.364-Day Facility Limited Line or Revolver/Term Loan

* Sufi's (2009) condition is more restrictive: loréres firms to have at least four consecutive yéaran eight-year
period) of positive data for the main variableghsf analysis. To describe our condition in a mataited manner,
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This condition is established to reduce the prditgwf credit lines with no observations in the
final, randomly chosen dataset.

Large corporations tend to have a relatively higimher of lines of credit active
simultaneously and usually report on their usageamn aggregate manner. This aggregate
information does not allow for computing returngtla facility level and, hence, is inadequate
for our research goal. Accordingly, to make it plolesto hand-collect disaggregated data, we
exclude from the DealScan—Compustat dataset firititsam asset book value above $20 billion
in any sample quarter. This $20 billion threshaldased on the fact that the maximum asset
value of a firm included in the S&P MidCap 400 on&lCap 600 indexes during the sample
period amounts to $19.921 billignTherefore, since sample firms are not necesspély of
these stock indexes, any bias associated with bisitegl is avoided, but the companies listed in
these indexes resemble sample firms in terms ofimar size. The threshold, nevertheless,
does not seem too restrictive: Among non-finantl8l companies included in Compustat in
2006:Q1-2012:Q2, 96.37% have an asset size belbwiidn during the whole period.

The DealScan—Compustat dataset has 206,883 faqilirter observations that refer to
8,908 lines of credit and 2,545 firms. We randorséynple 150 firms from this dataset. Our

manual data collection process is based on thessg’fiines of credit.

2.2. Sample construction: The manually collected daset

The aim of manually collecting data is to obtaiformation on aspects of lines of credit that
are not adequately covered by commercial datab&pesifically, we address three main gaps.
Regarding the first one, SEC regulation compelsdito provide detailed information about
their credit lines in 10-Q and 10-K reports (Kapird Zingales 1997, Sufi 2009). These reports

let us define the concepstarting quarterand ending quarterby means of an example. Consider a firm that is
included in Compustat between 2006:Q2 and 20101@Ptlaat has two lines of credit active in the sampriod
2006:Q1 to 2012:Q2. The origination (maturity) dees of these lines are 2006:Q3 (2007:Q3) and ZM®7:
(2103:Q2), respectively. In this case, the startjngrter is the latest between 2006:Q2 or 2006tk28,is, the latest
quarter between the first quarter in which the fignincluded in Compustat (2006:Q2) and the edarkipgrter
among the origination quarters of the facilities firm has in the sample period (2006:Q3 betwedd620D3 and
2007:Q2). If the latest quarter between the cartdgd2006:Q2 and 2006:Q3 is earlier than 2006:(Q4 sthrting
quarter would be 2006:Q1. The ending quarter isetudiest between 2010:Q2 and 2013:Q2, that isetréest
quarter between the last quarter in which the fgrimcluded in Compustat (2010:Q2) and the latestrigr between
the maturity quarters of the facilities the firmsha the sample period (2013:Q2 between 2007:Q32848:Q2). If
the earliest quarter between the candidates 2018r@22013:Q2 is later than 2012:Q2, the end quartedd be
2012:Q2. Given these definitions, we require firmshave at least four consecutive quarters betweerstarting
and ending quarters.

® This value was achieved by Republic Servicesim2008:Q4.
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reveal a relevant limitation of DealScan: Firmserdb amendments to existing lines of credit—
and occasionally to newly originated facilities—itilais database does not include. Therefore,
the information provided by this commercial databasuld be insufficiently accurate for
analyzing the risk—return trade-off: Amendmentshi® pricing schedule or to any other relevant
aspect of a facility could have been agreed updhout DealScan reflecting these changes. To
overcome this limitation, we search for amendmerds-rew revolving lines of credit—not
covered by DealScan in the list of exhibits thapegys at the end of 10-Q and 10-K reports.
Reference to an exhibit in this list is usually gdemented by information that allows us to
locate the original credit contract in EDGARNnce we find the agreement, we include it in our
dataset if, as Roberts and Sufi (2009) requiresfdrs to a new line of credit or amendment that
does not leave unchanged the principal, interdssran drawdowns, fees, or maturitAny
information referring to manually added facilities hand-collected directly from the credit
contracts themselves. We also collect the credittraots of sample facilities covered by
DealScan. The latter contracts are used to obtdormation about features of facilities not
covered or insufficiently covered by DealScan.

Manually added facilities constitute almost a th(i8d..04%) of all the lines of credit in our
dataset. The vast majority (89.61%) of these aduoled were amendments and amended and
restated agreemerits.

The second gap that we cover by manually gathelatg refers to information not provided
by commercial databases. In this respect, we ¢allei@ on credit line usage and availability at

the facility level from 10-K and 10-Q reports. Toely commercial database that provides this

® For instance, the 2011 10-K filing of Moog Incst the following exhibit: “Third Amended and ResthLoan
Agreement ... dated as of March 18, 2011, incorpdrae reference to exhibit 10.1 of our report onrr@-K
dated March 18, 2011.” Accordingly, the credit agnent can be found as exhibit 10.1 and attacheaht8-K
report dated March 18, 2011. This exhibit was fifefew days later, on March 21, 2011. Sometimeseler, the
search process is not so straightforward, mainbabse the list of exhibits does not provide infdioraabout the
filing date and this date is not close to the ditéhe report to which the agreement is attachedhése cases, a
large number of filings around the origination datast be consulted before the credit contractusdo

" Our method, however, is more exhaustive thandah&oberts and Sufi (2009). Their conclusion abshbether a
renegotiation has taken place depends on whetbdirth discloses changes in the features of thditcagreement
in 10-Q and 10-K reports, whereas we search fagtwhanges directly in the credit contracts.

8 Our dataset also includes what we eatlficial facilities (8.87%). We introduce this category to reflecuaiions
where the principal of a credit line changes nobdlgh an amendment but according to provisionsuited in the
credit agreement itself. For instance, the fiftheaoiment to a loan agreement dated December 21, @06 &ntered
into by Cascade Corporation includes the followolguse: “The Aggregate Commitments shall be redumed
$1,250,000 on a quarterly basis beginning on M&th2008, and continuing on the last day of eadissguent
quarter for so long as this credit facility is &etl’



type of information is Capital 1Q, but it does sb the firm level and does not always
differentiate between revolving lines of credit aath loans.

An example of how firms disclose their credit luingage is provided by Arch Coal Inc. in its
2011 10-K filing: “As of December 31, 2011, we hladrrowings of $375 million under our
$2 billion dollar revolving credit facility.” Nevéhneless, although public firms must legally
report on their credit lines, there is no expliogquirement for disclosing facility usage.
Therefore, we drop any quarter—facility observationwhich we find no data on outstanding
borrowings. Similarly, we drop facility—quarter @pgations for which, despite the $20 billion
threshold on corporate asset size, a firm repartstanding borrowings under its facilities in an
aggregate manner.

We also manually gather information on other fezsduf facilities that are not covered by
commercial databases. If a facility has a borrowiage, we collect data on its quarterly value if
available. We generate a variable that indicatesdidite at which a credit contract stops being
active either because it matures or for any othasan, such as its amendment or cancellation.
Thus, we can compute the actual duration of anyraochand can rebuild the entire loan path of
any original contract, that is, any chain of ameadts following the origination of a revolving
facility and ending in a terminal event (Robert4 20 Additionally, we collect data on whether a
firm is in technical default on a facility in a @m quarter as a result of violating a financial
covenant. To compute returns on facilities as ately as possible, we also check 10-K and 10-
Q reports to determine whether firms are granteeva that remove increases in fees or rates
applicable under technical default.

To address the third gap, we hand-collect dataateatnsufficiently covered by commercial
databases. As Roberts and Sufi (2009) point ougl3an’s coverage of data on pricing
schedules has limitations. Accordingly, we colldata that allow us to determine the quarterly
values of fees and interest rates; specifically,coldect data on the types of base rates, spreads
and fees, any criterion or margin involved in deti@ing applicable base rates, the values of the
spreads and fees if fixed, the pricing criteria @niding grids if variable, and other provisions
that could modify applicable interest rates or fegsh as those referring to technical default. On

° For instance, according to the variabletivebalrrevolvingcrediof Capital 1Q, Time Warner Inc. had $12.381
billion of revolving credit active at the end of @ Nevertheless, the 10-K filing indicates thais tamount
corresponds to four different loan commitmentst tbadata are aggregated at the firm level. Moeeptwo of
those loan commitments were terms loans. For metaild on the features of Capital 1Q, see Manakgad
Giacomini (2014).



the basis of this hand-collected data, we discushe following section the main features of
facility pricing.

Regarding the purposes of facilities, DealScanuithes the variableprimarypurposeand
secondarypurposevhich refer to what seem to be the main and euyipurposes, respectively,
for which credit facilities can be used. NevertBsletypical credit agreements, first, do not
establish any priority among purposes and, sedoegiently include more than two purpos®s.
Accordingly, we hand-collect data on credit linergmses. This information is shown in
Appendix C. Around half of the sample credit li{d9.80%) have more than two purposes and
only 17.94% have a single purpose. To deal withctmplexity resulting from this variety of
purposes, we follow Ivashina and Scharfstein (20¥2® split credit lines between those that
could be used for corporate restructuring—Ileveralgegouts, mergers and acquisitions, and
stock repurchases—and the remainder.

For the sample facilities included in DealScan,alveck the data that this database provides
on principal and maturity with credit contracts.sBkes reducing the probability of potential
errors, this comparison avoids situations whenejrfstance, credit line usage is greater than the
facility principal. The percentages of credit cawcts that differ from DealScan in terms of
commitment amount and maturity are the same (7.60%e sample facilities in DealScal).
Additionally, when the secured/unsecured status décility is missing from DealScan, we
check whether contracts provide this informatiohisTis the case for just 2.24% of the sample
facilities in DealScan.

We also manually gather information on bankruphfir We define default as a situation in
which a company files for bankruptcy. Since SECorgpg companies filing a petition for
bankruptcy must disclose this information in iterB3Lof Form 8-K!2 we check the EDGAR

database to determine whether sample firms hase &lch items with the SEC. Thus, we also

9 For instance, the credit agreement of Pacific Saamvof California Inc., dated September 14, 20€&gs, “The
proceeds of the Loans will be used only to refiracertain existing credit facilities of the Borravand to finance
the working capital needs, capital expendituresjuisitions (including Permitted Acquisitions), dieinds,
distributions and stock repurchases, and for géegerporate purposes of the Borrower and its Sudsas.”

™ Four sample facilities (with DealScan unique idfeers 175829, 184660, 208598, and 226103) modifirt
principal either between origination and the endheaf origination quarter or before 2006:Q1. We dlyeuse the
modified principal as the commitment principal blat not consider these cases among those in whiatSban and
credit contracts differ.

12 See https://www.sec.gov/investor/pubs/edgarguite.h
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obtain the date when firms in default filed for karptcy, which, being public knowledge, is the
date we consider the default date.

The last step in the construction of the dataseét idrop facility—quarter observations for
which available information does not allow us tanpmute income generated by applicable fees
and interest rate spreads. This condition yieldsfimal sample: an unbalanced panel of 2,107

facility—quarter observations that includes 496lifees.

2.3. Summary statistics

Table 1 presents summary statistics for faciliptéiees other than pricing and return. All the
variables are defined in Appendix A. The statistex® calculated as if there were one
observation per facility, except for technical defeand zero outstanding borrowings, whose
statistics are computed over firms and the totamber of observations, respectively.
Approximately two-thirds of the sample facilitie$30) are secured and most (93%) are
syndicated. The average sample line has a stateditpalightly shorter than 43 months and a
principal of approximately $270 million. Corporatstructuring is among the purposes of about
half (47%) of sample facilities, outstanding bormogs are not zero for approximately half
(52%) of facility—quarter observations, and the rat firms violating covenants in our dataset is
17%.

[Table 1]

For comparison purposes, Table 1 also presentstgistfor revolving lines of credit in
DealScan, denominated in US dollars, active instmaple period and made to non-financial US
firms. These facilities are quite similar to thaseour sample, although the percentages of
secured and syndicated lines are lower in the satmes (16% and 5% less, respectively). In
addition, sample facilities have a slightly shoeerage maturity (seven months shorter) and a
somewhat larger average commitment ($4 million more

[Table 2]

Table 2 presents summary statistics of the maimacheristics of sample firms and non-
financial US firms in Compustat during the sampégi@d. Relative to the latter database, our
sample contains firms that are, on average, lggsyhievered and more profitable and which
have slightly more asset tangibility and betterezage ratio. However, sample firms have lower
current and market-to-book ratios, have less netthwaare smaller, and, according to the

Kaplan—Zingales (1997) index, are more financiatignstrained. In addition, the capital
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expenditures of sample firms are below the leveCompustat firms. Overall, these differences
are consistent with our sample selection critesilace, on the one hand, we require firms to have
an asset size below $20 billion in all sample qraraind, on the other hand, we focus on firms
with at least one outstanding credit line in thengke period. Regarding default, 4% of sample

lines file for bankruptcy.

3. Pricing and returns
Before proceeding to the empirical analysis of tis&-compensating role of returns, we
discuss the main characteristics of the interdsisrand fees of lines of credit. In addition, we

define the type of returns on which our analysisased and specify how they are computed.

3.1. Credit line pricing: Interest rates and fees

This section describes the main features of ctigditpricing. In all except for one fixed rate
facility,"® sample credit lines charge an interest rate owdivans equal to a base rate that is
periodically reset plus a spread. Accordingly, wstfanalyze base rates and then proceed to
describe spreads. Finally, we will focus on fees.

The base rates define the types of loans that eadréwn down from credit lines. The
standard differentiation that credit agreements enigkbetween the London Interbank Offered
Rate (LIBOR) and alternate base rate (ABR) loars.Wight et al. (2007) and Duran (2017)
point out, most credit lines give firms the chamcechoose between borrowing either of these
types and to convert one type to the other whissm$oare outstanding; specifically, 92.34% of
sample facilities include this optidf.

Under most LIBOR loans, the base rate is the pliegaiIBOR for a term equivalent to the
maturity of the drawdown, as decided by the borroamong those offered by the credit

agreement, typically one, two, three, or six monthewever, a marginal proportion of credit

13 This fixed rate line was entered into by MilleréEgy Resources Inc. on June 29, 2012. In line withdata, the
sample of Shockley and Thakor (1997) includes a8lyixed rate agreements out of 2,526.

4 This option can be illustrated with the creditesgnent of Triquint Semiconductor Inc. dated Septarsb, 2010.
The contract gives the borrower the option to selecodollar or base rate loans (in our wordindB@QR or ABR
loans) and to switch between them: “Each Borroweagh conversion of Loans from one Type to therotied
each continuation of Eurodollar Rate Loans shall lbade upon the Borrower’s irrevocable notice to the
Administrative Agent ... Each Loan Notice ... shall sije ... the Type of Loans to be borrowed or to which
existing Loans are to be converted.”
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agreements fix the maturity period and, henceaphicable LIBOR. In our sample, 1.21% and
4.84% of the credit lines fix a three- and a onesthanaturity, respectively

Some contracts establish the base rate ultimatetg o determine the interest rate on a
LIBOR loan to be the greater of the applicable LBB®r a fixed percentage (2.62% of the
sample lines). Additionally, for very few credit ragments, the final interest rate on LIBOR
loans is not the sum of the applicable LIBOR plusnargin but, instead, the greater value
between this sum and a fixed percentage (0.40%).

Regarding ABR loans, the base rate is a givenoathe greatest among a set of rates to
which a percentage is sometimes adtfdd. all sample lines where no set of rates is cdinge
to be the ABR (13.24% of the sample lines with ABRE latter is always a prime rate, either
the prime rate reported biyhe Wall Street Journadr one of the lenders’ official prime rates.
When multiple rates compete to be the ABR, a priate is always among them. Another
candidate present in most credit agreements witABR is the federal funds rate plus a margin
(85.50%), which is commonly equal to 50 basis mi{bips). Some contracts include among the
competing candidates a fixed percentage (2.10%)in&reasing tendency during the sample
period is to include the one- or three-month LIB@IRs a percentage as one of the candidates. In
this sense, just 3.38% of the sample credit lingls an ABR that were active before the end of
the 2008 crisis included the LIBOR among the comngetates, whereas this percentage rises to
72.19% among credit lines with an ABR outstandifigra2009:Q2. This sharp increase can be
framed as a general tendency to make facility pgienore flexible and adaptable to changing
circumstances.

Margins added to the applicable base rates mayxbd br variable. If they are fixed, the
spread charged on drawdowns is constant for theofithe contract. Among samples lines that
allow borrowing ABR (LIBOR) loans, 39.71% (19.29%harge fixed spreads on this type of

loans. Variable margins change over time accorthngn agreed schedule or are dependent on

 In addition, to take into account reserve requinetsiéor Eurocurrency liabilities and, thus, competadenders
for additional costs associated with obtaining fifrdm the Eurodollar market, the LIBOR is transfed into what
credit contracts usually call the “adjusted LIBORVE can, however, disregard the difference betvikerLIBOR
and the adjusted LIBOR, since those requiremesetgeno during the sample period.

18 For instance, according to the fifth amendmeneddtovember 12, 2008, to the amended and restatelit c
agreement dated November 4, 2005, of Petroleum IBewvent Corporation, the base rate of ABR loars ‘fgate
per annum equal to the greatest of (a) the Printe Raeffect on such day, (b) the Base CD Rateffecton such
day plus 1%, (c) the Federal Funds Effective Ratefiect on such day plus ¥z of 1%, and (d) the sidid LIBO
Rate for a one month Interest Period on such dgjus. 1%.”
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one or more pricing criteria that reflect corporgterformance or credit line usage (e.g.,
Appendix A of Asquith et al. 2005). Most creditds determine applicable spreads in terms of a
single pricing criterion, but multiple criteria anet unusual (see Table B2 in Appendix B).

If a firm breaches a credit line’s financial covatsa—that is, is in technical default—and
does not obtain a waiver of compliance on thisatioh, the interest rate in effect is increased by
a default margin. Additionally, some credit agreataghat give borrowers the chance to choose
between ABR and LIBOR loans restrict this optionlemna technical default, allowing only ABR
loans. For sample credit lines involved in techhabefaults, the average default margin to be
added to the applicable interest rate is 243.06dmps22.22% of those credit lines restrict the
types of available loans. However, technical défaately leads to margin increases: Such
penalizations are waived for most covenant viofeti(83.33%).

With respect to fees, following Asarnow and Mark@995), we do not take into
consideration fees that are not distributed amdhnigrader members of a syndicated credit line,
such as syndication and agency fees, or fees thatnarginally present (Berg et al. 2016).
Specifically, we focus on the four main types oéddn revolving credit lines: commitment,
annual, utilization, and upfront feés.

Commitment fees are charged on the unused paxeedit lines, whereas annual fees are
levied on the entire commitment amounts, used dr dulization fees are charged on used
amounts if and while an agreed upon usage thresisolekceeded® Among sample lines,
78.63%, 17.74%, and 5.24% have commitment, anandl utilization fees, respectively. Just as
interest rate spreads, fees can be constant abl@riln the latter case, one or more pricing
criteria determine the applicable fee. The peragmtaf credit lines with fixed commitment
(annual, utilization) fees over the total numbersample lines with this type of fee is 41.28%
(9.09%, 57.69%).

" A cancellation fee is a one-time charge againdy éermination or commitment reduction. This typiefee is not
activated in any of the sample credit lines thatude it. Hence, early termination fees are irratévin determining
returns on sample facilities.

8 I1n some cases, DealScan confuses utilization viéés situations in which the interest rate spreapehds on
facility usage. This typically happens when a drdide (1) offers the option to borrow LIBOR and RBoans,
(2) the spread of ABR loans is fixed, and (3) theead of LIBOR loans depends on a set of critenieg of them
being usage. An example is the amended and restgtedment, dated March 31, 2006, between Allehganand
a syndicate of financial institutions. This agreamgrovides the option to borrow ABR loans withixefl spread
equal to zero. It also allows Allergan Inc. to lmwrLIBOR loans. The spread on the latter dependtherfirm’s

rating and whether the usage-to-principal ratiabisve or below 50%. Therefore, in contrast to téndion of a

utilization fee, a level of usage over 50% implas extra charge on LIBOR loans, but not on thererdimount
used. Nevertheless, DealScan considers that #nit ¢ine includes a utilization fee.
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Upfront fees are single charges that borrowersagbayigination. As for the rest of the data
on credit line pricing, we hand-collect data onrapf fees directly from credit agreements.
Thus, for a significant amount of credit lines, ave obtained information on this type of fees
that DealScan does not inclufeNevertheless, a number of credit agreements nertkiat
upfront fees, if any, are accounted for in nonpubdie letters. According to Berg et al. (2015),
contacts within the credit industry give DealScan avantage in access to this nonpublic
information. Therefore, although a credit contrawtkes no reference to an upfront fee, we
consider that the corresponding credit line inctugiech a fee if DealScan does.

3.2. Computing returns on credit lines

This paper aims to test the hypothesis that retameredit lines play a risk-compensating
role that, along with other contractual featureglph palliate potential lender wealth
expropriation from borrowers substituting low-rigsith high-risk projects (Jensen and Meckling
1976). Accordingly, we focus on the returns that,tloe basis of data availability, allow us to
capture how facility contracts define borrowersskripremiums. Specifically, the dependent
variable of our base analysis is the annualizedtgug coupon return diminished by bankruptcy
losses; that is, it is the annualized return ttaing into account the LGD and given the level of
usage, interest rate spreads and fees yield glyairietune with the terms of the credit contract
and while the latter is activ@.

The remainder of this section mentions the assumgtthat we adopt to compute returns
and other technical aspects regarding their calonlaWe also define and plot the all-in-spread
drawn (AISD) and undrawn (AISU).

3.2.1. Returns

Given the complexity of credit line pricing and datvailability, we make some assumptions
to calculate returns. Although some of our assuwngtifollow those of Asarnow and Marker
(1995), we have data on quarterly usage at thetdneellevel and detailed information on credit

lines’ interest rate spreads and fees. Thus, besideiding assumptions on usage and relaxing

9 One of the reasons why DealScan insufficientlyords the information on upfront fees available nedit
agreements is that this database includes a reljatiow fraction of amendment fees, that is, upfrfaes paid by
borrowers on amendment closing dates. In addita@tihough a large number of the credit lines inctude
DealScan’dacilityamendmentable have upfront fees, DealScan does not retécinformation.

%% Note that we do not take into account income gatedrby the base rates of interest rates, becasserhtes do
not define risk premiums. In addition, due to datavailability, we do not consider price returngotential losses
of firms that do not default in the sample period.
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those that these authors made on pricing, our sisaly/performed at the facility level and not on
a broader category, such as major rating classtits; that is, in contrast to Asarnow and
Marker (1995), we do not assume that the requipedagls and fees of the (newly issued or not)
facilities of a firm with a given level of risk aeqjual to the average spreads and fees of newly
issued facilities of firms with the same risk. lthdition, we do not assume that all firms with the
same level of risk have an equal and constant #velcility usage.

We assume that loans are reset quarterly, bechiséstthe frequency at which variable
spreads and fees are actually modified and alsausecit is the frequency of our data on credit
line usage. Indeed, we compute the value of quart@turns at quarter-ends. As already
mentioned, a large majority of credit contract®@&llIABR or LIBOR loans. Since we have no
information on how usage distributes between thears, we make an assumption about the
chosen type and, hence, the applicable interestatatach reset time. Following Asarnow and
Marker (1995), we assume that borrowers are cosinmzers, that is, they borrow the type of
loan with the lowest interest rate. If a credieliallows ABR and LIBOR loans but we just have
information on the interest rate charged on onihede types, we use the latter rate. Similarly, if
we cannot calculate the fee of a credit line inuartgr, we use available data on this facility’s
pricing. For those credit lines in which a lendesficial prime rate is used to determine ABR,
we assume that this rate equals the prime ratetegpbyThe Wall Street Journal

We amortize upfront fees on a straight-line bakiat is, for a given upfront fee, the amount
amortized each quarter is equal to the fee dividgdthe quarterly duration stated in the
agreement. Since renegotiation through amendmermgsiie frequent, we can consider that, for
amortization purposes, an original contract id siilexistence, with the maturity stated in the
contract as the limit, through successive amendsndritus, we assume that any upfront fee—
included in either the original contract or anytbé amendments in the loan path—can be
amortized while an amendment is in effect and leyaimendment in effect. Indeed, we take into
account any upfront fee included in any amendmdnthe sample facilities, even if the
amendment does not modify the principal, pricingmaturity. We use alternative amortization
schemes in robustness tests.

To calculate the income generated by commitmerg, fae use the available amount to
borrow under credit commitments. This amount isallgueported in 10-Q and 10-K filings but,

if not, we compute it. In those cases in which we dealing with a credit line that has a
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borrowing base (or a program to support the issiandetters of credit) but we have no data on
the borrowing base (or letters of credit outstaggiior a quarter, we assume that the borrowing
base is equal to the total commitment (or therenarketters of credit outstanding).

To take into account the losses that defaultingdvegrs inflict on lenders, we factor the
LGD in returns. To do so, consider the last revadviacility of an outstanding loan path when
the holding firm files for Chapter 11 protectioneWlefine the LGD as the present value on the
default date of the lost income that, for the levelisage at default, would have been yielded by
the spread and fees of the facility between barikyupnd maturity. To factor the LGD in
returns, the loan path’s quarterly coupon incomdinsinished in the amount that results from
dividing the LGD by the number of quarters betwé®sn start of the loan path and bankruptcy.
The interest rate of the discount factor used estkinee-month Treasury bill rate, as reported by
the Federal Reserve of St. Louis. Due to data uladifty, we assume a standard LGD rate.
Specifically, following Asarnow and Marker (1995)dain line with previous estimations of this
rate?* we assume that it is equal to 34.8% over the ptas#ue of the total coupon income that
a line of credit would have generated after bantaypnd until maturity.

Since the focus of our analysis is on how facitibntracts define borrowers’ risk premiums,
the numerator of the return is the quarterly coupmcome diminished by the LGD. The
denominator equals outstanding borrowings plus a@mount of capital that the lender must
legally set aside to cover contingent exposureh# unused portion of the commitment. This
amount of capital results from multiplying the dahle portion of the line of credit times a so-
called credit conversion factor, whose value depemdthe duration of the commitment. In the
sample period, this factor is 0.5 if the maturifytloe facility is longer than one year and zero
otherwise?? However, since the Code of Federal Regulationabéishes 14 months as the
maturity threshold that makes the conversion faeipual to zero, we perform a robustness

analysis where the latter threshold is used to ectenthe denominator of return. In addition,

% n a study of 24 years of defaulted commercial iaddstrial loans at Citibank, Asarnow and Edwat95) find
this LGD rate to be equal to 34.8%. Using Moodyaad Gupton et al. (2000) observe that the meak hmam

value in default is 69.5% for senior secured loamd 52.1 for senior unsecured loans. Since 63.29860sample
lines are secured, the LGD rate applicable to ammme according to these authors is 36.89%, vergecto the
markdown that we use. Based also on Moody's dathteniding seniority constant at the senior secuesel,

Schuermann (2004) reports that the LGD rate fokbaans is 36.90. Analyzing 18 years of loan lossdny at JP
Morgan Chase, Araten et al. (2004) conclude thantban economic LGD rate is 39.8%.

22 See Section D, Conversion Factors for Off-BalaSbeet Items, of the Federal Deposit Insurance Gatipo

Rules and Regulations, Appendix A to Part 325,eatant of Policy on Risk-Based Capital.
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given that the denominator of the return is zerddgilities with no outstanding borrowings and
a maturity below one year (or 14 months in the sbbess check), we also test whether our

results are robust to a conversion factor of Or&fofacilities.

3.2.2. Applicable interest rates and fees: AISD Ai8U.

To determine applicable spreads and fees whenatteeyariable, we require detailed data on
pricing criteria. Since DealScan’s coverage in tieigard has significant limitations, we obtain
this information directly from credit contracts.iétng criteria are shown in Appendix B. To
maximize the level of accuracy in the computatibpricing criteria, we use available data from
Compustat, DealScan, Capital 1Q, and Datastreamyeds as manually collected data. Our
calculations are based on 51 pricing criteria. Adow to some credit agreements, applicable
margins and/or fees are determined by more thancatexion. As Table B2 in Appendix B
indicates, this is the case for 5.01% of samplesliwith a pricing grid.

Once the quarterly values of pricing criteria astdedmined, we can calculate the quarterly
applicable spreads and fees and, hence, also db&iAISD and AISU. The former describes
the costs—Ileaving base rates aside—associatedtakddowns. According to DealScan, it is
equal to the spread over LIBOR loans (or ABR loahte credit line does not allow LIBOR
loans) plus the annual fee. However, in tune wittatmthe AISD stands for, we also add the
utilization fee. The AISU measures the costs onwart®available under a credit agreement and,
hence, adds the commitment and annual fees. Thagev&ISD and AISU of the sample lines
are 180.02 bps and 31.50 bps, respectively. Fijuislrows how their values change during the
sample period.

[Figure 1]

Figure 1 indicates that the costs associated vatge and the right to use facilities follow
very similar trends through the sample period. besbre the 2008 crisis begins, in 2007:Q4, the
AISD and AISU start an almost uninterrupted inceetisat continues after the end of the crisis
and peaks in 2011:Q2. In this quarter, the AISD A8l equal 247.25 and 39.92, respectively;
that is, they have increased by 86.21% and 55.0€8pgctively, from their troughs in 2007:Q2.

In tune with the distinction between the AISD antE#, we also distinguish between two
components of return. The first one is closelytegldo the AISD: It is the return associated with
credit line usage, specifically, the return yieldedthe applicable spread of interest rates and

annual, utilization, and upfront fees. The secooihmonent is associated with the right to draw
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down on credit lines and, hence, is linked to tH8W This component is the result of the
income that annual, commitment, and upfront feesegge. We call the first and second
components AISD and AISU returns, respectivélBoth of them are reduced by the LGD

corresponding to the spread and fees used indhleinlations.

4. Risk—return trade-off: Univariate analysis

This section performs a univariate study of th&-odempensating role of returns in the
market for revolving lines of credit. Table 3 sumirpes our main findings. It shows the average
annual coupon return on revolvers for the wholemarand by risk categofy.Following Santos
(2011), Roberts (2015), and Berg et al. (2016),use the standard deviation of firms’ daily
stock returns to proxy for the probability of bamptcy. Accordingly, risk categories are given
by the quintiles of this standard deviation. We édnalso computed the mean annual AISD and
AISU returns.

In their analysis, Asarnow and Marker (1995) finddence of mispricing in the facility
market. Specifically, Exhibits 4 and 7 of AsarnowdaMarker (1995) suggest no trade-off
between risk and return. Indeed, higher-risk figredd lower mean annual returns on revolving
facilities, whereas lower-risk firms generate higheturns. However, as the first row of Table 3
shows, our univariate analysis suggests that mskraturn are positively related: From a value
of 0.85% for the credit lines of firms in the lowesk category, the return increases category by
category, up to the highest, where the total retgumals 1.53%.

[Table 3]

The second row of Table 3 indicates that a sinpkttern characterizes the AISD return,
except for the two lowest risk categories, whiclvehthe same returns. Therefore, there also
seems to be a trade-off between risk and the retssociated with facility usage. However, as
the third row of the table suggests, there is sambiguity in the relation between risk and the

AISU return, that is, the return yielded by thehtigo use facilities. Although, within a narrow

% Although the first and second components are bfaséated to the return that would be yielded bgalScan’s
AISD and AISU, respectively, there are differena@song them. Regarding the first component, on tieeleand,
DealScan’s AISD does not take into account utiiratand upfront fees and, on the other, the spresstl to
compute DealScan’s AISD is that of the LIBOR and ttee spread of the interest rate applicable under
assumption that borrowers are cost minimizers. Wipect to the second component, DealScan’s Al&i$ dot
include upfront fees.

% To obtain the mean annual return for either theletsample or each risk category, we calculateatlerage
return of the sample facilities per quarter. Thee, compute the compound cumulative return. The nazssrual
return is the geometric average of this cumulatétarn.
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range of variation, this return steadily increageioss the first four risk categories, from 0.44%
to 0.59%, it then decreases to 0.55%. Such ampigegiarding the relation between risk and the
AISU return raises concern about whether credé@diaonderprice the borrower’s option to draw
additional funds under a liquidity shock, as Asavrnend Marker (1995) have already pointed

out. This conclusion will be further analyzed ie flollowing section.

5. Risk—return trade-off: Regression analysis
In this section, we present a multivariate economeipproach to test the hypothesis that

returns on revolving facilities have a risk-compagirg role.

5.1. Empirical model
To examine whether empirical evidence supportshimothesis, we estimate the following

empirical model:
Return;; = a + B - Risk;; + Z Yi* Frjic + Z OpLpic + Z Os-Csr + &
k=1 h=1 s=1

In the base cas@&eturn;, stands for the return yielded by facilityn quartert andRisk; ; ;
stands for the probability of default, as captubgdthe standard deviation of the daily stock
returns during quarter for firm j, holding linei. If returns play a risk-compensating role, we
expectp to be positive.

To test this prediction, our model controls for et ®f firm- and credit line—specific
variables:Fy ; ;. andLy; ., respectively. In addition, to control for theexfts of the 2008 crisis
and any tendency in returns or financing costsndutine sample period, we includg,, which
stands for a (0, 1) indicator variable for theisrggeriod, which, according to the NBER, ranges
from 2007:Q4 to 2009:Q2, and a linear time trendaly, ¢;, is a random error term that is
assumed to be correlated within facility observagiand potentially heteroscedastic. To take this
assumption into account, we use ordinary leastreguagressions clustered at the facility level
(Roberts 2015). We also include one-digit SIC cadgustry and quarter (0, 1) indicator
variables to capture potential effects that are catrolled by the rest of the regressors.
Additionally, following Santos (2011) and Berg &t @016), we include dummy variables for
firms’ credit ratings.

Regarding firm-specific controls, we include sixrialles that capture the most frequent

types of financial covenants found in dollar-denoatéd revolving lines of credit outstanding in
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the sample period and entered by non-financial USipfirms; that is, we include variables that
proxy for leverage, coverage, capital expenditunesworth, current ratio, and profitability As
Appendix A shows, the way in which we define suehiables is based on standard definitions
of the covenants in credit contracts (Wight et 2807). Controlling for how covenants can
influence the risk—return relation is relevant hessa covenants can affect the usage of and,
therefore, returns on lines of credit (Sufi 2008)nce covenants reflect aspects of borrower
performance that are an explicit source of conéartenders, we expect the variables that proxy
for covenants to be positively (negatively) relatedeturns if higher values of these variables
are negative (positive) in the eyes of lend&raccordingly, we expect leverage, coverage, net
worth, the current ratio, and profitability to begatively related to returriéwhereas we expect

a positive relation between capital expendituresraturn.

We also include three more control variables fom§' characteristics that can alter the
risk—return relation: size, the market-to-book aatangibility, and financial constraints. Since
larger firms are more diversified and less likadyfite for bankruptcy, we expect size to have a
negative effect on return. The market-to-book radErves as a proxy for firms’ growth
opportunities and, therefore, we expect an incngasnarket-to-book ratio to be positive for

lenders and negatively related to return. Regartangibility, in the case of bankruptcy, firms

% According to DealScan, 26% of dollar-denominatedotving facilities outstanding in the sample pdriand
entered by non-financial US public firms includéotio-EBITDA covenants (38% include debt-relatedemmants);
35%, coverage covenants; 12%, capital expenditaverants; 9%, net worth covenants; and 3%, cumait
covenants. Additionally, 70% include cash flow-tthsevenants. A similar distribution is obtainedvi restrict the
set of credit lines to sample facilities for whiBlealScan provides information on covenants. Chanh Roberts
(2008) and Sufi (2009) provide also comparable datthe use of covenants among public corporations.

%6 Although the standard deviation of stock retusia iwidely used proxy of corporate risk (Santos12@Roberts
2015, Berg et al. 2016), the most common variabldmancial covenants (leverage, coverage, nethwaurrent
ratio, and profitability) can also capture firmkis\Nevertheless, following Sufi (2009), these valgs are included
in the regression model to control for the potdreféects of covenants on usage and, thereforermet Indeed,
since covenants can affect usage and we defingytbigp of variables following their standard chéeazation in
contractual covenants, these variables could haaehanical relations with returns. Additionally,hedigh we do
not have enough defaulting firms to perform a byneoice test, the data suggest that the standaritibn of
stock returns outperforms these covenant-basedblas in predicting default. Specifically, for eatgfaulting firm
in the sample, we calculate the mean values ofsthedard deviation of stock returns and the covebased
variables between— 8 andt — 5 and betweem — 4 andt — 1, t being the bankruptcy quarter; then, we compute
the percentage change between these mean values.dfte we average out defaulting firms, we okdaimeasure
of the variations of the variables between theqest — 8/t — 5 andt — 4/t — 1. In this univariate analysis, the
best predictors of default would be those variablith the highest variations between those twoqui In this
sense, such a change is 177.51% for the standeiatida of stock returns, whereas the highest chaimgabsolute
terms, of a covenant-based variable is that of Gmes at 22.24%.

27 As Appendix A shows, leverage is defined as tvelise of the ratio of total debt to four-quartetimg earnings
before interest, taxes, depreciation and amortimglEBITDA). We use the inverse of this ratio sattincreases in
this variable are positive for lenders regardldssteether EBITDA is positive or not.
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with more tangible assets reduce lenders’ lossescd) we expect a negative relation between
tangibility and return. Roberts and Sufi (2009)wtbat borrowers’ options to obtain alternative
sources of financing play an important role in trefinition of credit contracts. To take into
account these outside options, we also use tharizagion of Lamont et al. (2001) of the
Kaplan—Zingales (1997) index to control for thesetfof firms’ financial constraints. In addition,
we include a (0, 1) indicator variable to captutteether a loan path is held by a firm that files
for bankruptcy.

With respect to credit line characteristics, wetoanfor the commitment amount and the
maturity stated in the credit contract and for \eetlines can be used for corporate
restructuring, are provided by a syndicate of lesdand are secured. As Santos (2011) points
out, facilities with larger commitments or longenturities may face more credit risk but are
more likely to be granted to high-quality firms. ide, the relations between the commitment
amount and maturity to return are ambiguous. Thatiom between the indicator variable for
whether facilities are secured and return is ambiguous: Although secured facilities are safer,
lenders are more likely to require a facility to ®ecured if the borrower is not of sufficient
quality (Berger and Udell 1990). Credit lines usedcorporate restructuring are expected to be
used more heavily and, therefore, this type ofittag is expected to generate higher returns. If
a credit facility is syndicated, we expect risk ahdnce, return to be lower. This prediction is
consistent with larger syndicates palliating therahdhazard problem present in the lender—
borrower relationship (Bolton and Scharfstein 19%Bava and Roberts 1998).

Additionally, we include (0, 1) indicator variabletenoting for whether lines include
commitment, annual, utilization, and upfront feAs(0, 1) indicator variable is also used to
control for financial covenant violations. Giveratttovenant breaches are damaging for lenders
and, if no waiver is given, they imply higher basing costs, we expect a positive relation
between this dummy variable and return. Finallymcsi having or not having outstanding
borrowings can make a substantial difference amrmstand outstanding borrowings are zero for

about half of the observations, we control for vleetdrawdowns are nonzero.

5.2. Results
As with other debt instruments, a revolving linecoédit is a source of risk for the lender.
During the period in which the facility is outstamgl and, therefore, the lender grants an amount

of credit that can be used and reused, the borr@amrhave incentives to engage in asset
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substitution and, thus, to expropriate lender vieélensen and Meckling 1976). Along with
other provisions included in the credit agreemsenth as covenants, the return resulting from
the pricing scheme and usage can help compensateuéh potential expropriation. In this
regard, financial covenants protect the lender imirgary way, that is, if the borrower’s
performance triggers a covenant and no waiveraatgd, then control rights revert to the lender
(Aghion and Bolton 1992, Chava and Roberts 200&)wéver, returns can compensate for
increases in borrower risk before covenant threshare reached. Moreover, since applicable
rates and fees usually increase under technicabttefeturns can still play a compensating role
in this situation (Asquith et al. 2005).

If returns satisfy a risk-compensating role andydeg help align lenders’ risk and rewards,
we expect a trade-off between risk and return. &ablpresents the estimation results of our
investigation into this hypothesis. Column (1) reféo the base model, where the dependent
variable is the return yielded by the applicableeads and fees. Our results indicate that the
credit facilities of riskier borrowers yield higheeturns, that is, there seems to be a trade-off
between risk and return in the market for revolviergdit lines. Therefore, the empirical
examination appears to be consistent with the lmgsig that the return on revolving facilities
contributes to mitigating the effects of wealth efgiation by lenders. Indeed, firm risk seems
to have a strong positive effect on returns. Theffament estimate of risk in column (1) (6.854)
suggests that a standard deviation increase in(0igi23) at the mean leads to an increase in
quarterly return by 12.80%, from 1.09% to 1.25%.

According to the analysis of Asarnow and Marker98 no risk—return trade-off is present
in the market for revolving facilities. Indeed, thigk—return relation appears to be inverted, with
the facilities of riskier and less risky firms yd@hg lower and higher returns, respectively. The
difference between the outcomes of Asarnow and B&tafk995) and ours could result from the
technical restrictions that the lack of data oruaktredit line pricing and usage imposes on their
analysis.

Columns (2) and (3) in Table 4 refer to empiricaédfications in which the dependent
variables are the AISD and AISU returns, respebtivRegarding the former, the risk—return
trade-off seems to also be observed. Indeed, tfextedf risk over the return component
associated with facility usage appears to be grehten for the whole return: A one standard

deviation increase in risk raises AISD return attirean by 24.41%.
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The AISU return results from the amount a borropegys for each dollar available under a
commitment; that is, it captures the return for thelity being usable. Thus, it is also a return
for the risk arising from the borrower increasirgage as its creditworthiness deteriorates (Berg
et al. 2016). Accordingly, the fact that our resuhdicate no statistically significant relation
between this component of return and corporatesiglgests that the market for lines of credit
could be mispricing such risk. This finding is iledein line with Asarnow and Marker (1995),
who also obtain evidence suggesting that revolvagiities underprice the risk of increased
usage as corporate credit quality worsens.

[Table 4]

Overall, there do not appear to be any inconsigger@mong our priors and the estimated
coefficients of the control variables. Regardingnfispecific controls, Table 4 suggests a number
of stylized facts. First, as expected, the curratib and tangibility reduce returns. In particular
a one standard deviation increase in these vasatdduces mean returns by 37.21% and
10.06%, respectively. Second, profitability decesathe AISD return and increases the AISU
return. The reason for these findings is that npooditable firms use their facilities less thandes
profitable firms do but face lower spreads and lsimtommitment fees. Hence, given that the
income yielded by these spreads and fees is the ammponent of AISD and AISU returns,
respectively, these returns are negatively andtipebi related to profitability, respectivefy.
Third, the effect of capital expenditures on th&WBlIreturn is decreasing in capital expenditures.
As with profitability, this negative relation seenasresult from capital expenditures requiring a
high level of credit line usage and, hence, deangabe amounts charged for commitment fees.
Fourth, the negative effects of the current ratid tangibility on return are also found when the
latter is split into its AISD and AISU componenitth, being the loan path of a defaulting firm

reduces the AISU return by 0.263%. Since increasis@ge, ceteris paribus, diminishes this

% Note, in this regard, that, first, the larger past the AISD and AISU returns result from the inmgenerated by
interest rate spreads and commitment fees, respbctiSuch incomes equal, on average, $0.21 milkowal
$0.11 million per quarter, respectively, whereas itcomes yielded by annual, utilization, and upfréees are
$0.04 million, $0.002 million, and $0.02 millionegpectively. Second, the average spread of theledimps held
by firms below the median of the profitability distution is higher than that of the sample lineteesd by firms
above this median (188.92 bps and 149.66 bps, cteply), and the mean commitment fees of thesegdmaips of
facilities are almost the same (35.25 bps and 3b@0 respectively). Third, for facilities held bel and above the
median of the profitability distribution, the unwuseortions of total commitments are 60.31% and B%9
respectively. This latter finding is indeed constwith the results of Sufi (2009), who points that the fraction
of liquidity available to a firm in the form of les of credit increases with profitability.
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return, such an outcome is consistent with priopiecal results that have found that usage is
higher for defaulting firms (Jimenez et al. 200Bbao et al. 2014).

In relation to facility controls, maturity and rets appear to be negatively related.
Following Santos (2011), this outcome suggests kagier maturities are granted to more
creditworthy firms. In addition, being a securedility has a positive effect on the AISU return.

Regarding fees, returns rise if the pricing schenotudes both annual and commitment
fees, whereas they seem unaffected by utilizatt@hupfront fees. Two additional outcomes are
relevant. First, although commitment fees are rsgtduto define the AISD return, they have a
positive effect on it. This positive relation isnsistent with multiple-fee pricing schemes being a
self-selecting device of borrowers. As Thakor arkl(1987) show, a borrower with a high
takedown probability is willing to self-select intocontract with a commitment fee, which are
charged on the unused portion of the commitmenthisrsense, the usage-to-commitment ratio
is higher for sample facilities with a commitmeaef(25.25% vs. 17.43%). This higher usage of
facilities leads to a higher AISD return, and ekmda therefore, the positive effect of
commitment fees on this return. Second, the AlStUrreincreases in the fees included in its
definition, whereas it decreases in the utilizafiee®

As a consequence of the widespread use of corgragisions that increase spreads in the
case of covenant violation, technical default iases both the total and AISD returns. Having
nonzero outstanding borrowings increases returrishba different effects on the AISD and
AISU returns: In tune with their raison d'étre, nading a facility increases the former and
decreases the latter.

The 2008 crisis did not seem to modify returnshalgh our results suggest that it
diminished AISU returns. This reduction can be axpd as the effect of the significant increase
in credit line usage during the crisis, as previgwocumented by Ivashina and Scharfstein
(2010). In our sample, the usage-to-commitmenbsaitn the crisis and non-crisis periods are
29.24% and 21.14%, respectively. The sign of theettrend in column (1) of Table 4 reflects
that returns tend to increase in the sample peflibd. average growth per quarter is, however,
just 1.7 bps.

% |n contrast with the effect of commitment feesthe AISD return and, despite the screening rol@rifing
schemes, we do not observe a negative relationgegtwommitment fees and the AISU return. The reéstmat
these fees are the main source of such returns.
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5.3. Robustness checks

To check for the robustness of our results reggrthe risk-compensating role of returns in
the market for revolving facilities, we perform aries of additional analyses. The main
estimated coefficients of these tests are displary@able 5%

[Table 5]

Credit agreements establish that interest rateadprand fees are reset on a quarterly basis
and, therefore, the three-month period previousaith reset has been used in the base model to
analyze the risk—return trade-off. However, we etprir estimation using a 12-month period to
calculate the standard deviation of firms’ dailgct returns. In the second and third robustness
checks, we use Altman’s (1968) Z-score and Ohlsi880) O-score to capture the probability
of default. Since the Z-score is an inverse meastifenancial distress, its relation to return is
expected to be negative. To obtain estimated aiefiis in row (4) of Table 5, we do not
compute firm-specific control variables using arlingal flow variables. By contrast, following
Roberts and Sufi (2009), we use the quarterly wbfeflow and stock variables and take the
four-quarter average for each control; that is, vhkie of a control variable in quarteequals
the average of this variable from- 3 to t, inclusively. The results in rows (5) and (6) besed
on alternative methods to amortize upfront feeshérow (5), the quarterly amortized amount is
equal to the upfront fee divided by the number vérters between the quarter in which the
contract (either the original contract or the ammedt including the fee) is settled and the
earliest quarter between the quarter corresponttirtpe maturity date of the contract and the
qguarter in which the loan path of the facility teémates. In the row (6), upfront fees are
amortized just while the credit contracts estaiblighthem are not amended or terminated. To
compute the returns upon which the results in r@yvare based, we use 14 months as the
maturity threshold that divides facilities into #gothat do not have to hold capital for the unused
portion of the commitment and those that do. In r@) no maturity threshold is used to
compute the returns.

Systematic risk itself could be a concern for lesdsince a high level of this type of risk
increases the probability of default on the lineci#dit when the entire market is in trouble and
lenders, therefore, are also likely to becomeniaricial distress. If these concerns influence the

contractual pricing scheme, corporate systematic could affect returns and, hence, alter our

30 Complete results are available upon request.
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results. To control for these potential effects, im&ude in the base model the beta coefficient
that, according to the capital asset pricing modebbtained by regressing corporate excess
returns on market excess returns. We proxy forigiefree rate with the three-month Treasury
bill rate and the market portfolio, in tune withet§20 billion threshold established on sample
firm size by the MidCap 400 index. Row (9) of Tabldisplays the resulfs.

The 2007 financial crisis, which is part of the gdgrperiod, was an extraordinary time for
financial intermediation. Indeed, the relation betw risk and return had likely changed by 2007
and continued to evolve throughout the crisis, mgkperceived risks more important and
identifiable. Accordingly, the relation betweenkrignd return could change across periods; that
is, the risk-compensating role of returns could dresent only for certain periods and, in
particular, could have faded once the crisis waar.oVo control for the potential effects of the
recession over the risk—return relation, the basdehincludes a (0, 1) indicator variable for the
crisis. Nevertheless, to obtain more robust evidethat the positive relation between risk and
return is present throughout the whole sample deaiad, in particular, does not vanish after the
end of the crisis, we split the sample into sulgatsi In particular, we use the end of the crisis,
2009:Q2, to distinguish between 2006:Q1-2009:Q22489:Q3-2012:Q2. Rows (10) and (11)
of Table 5 display the results for these periods.

Despite their widespread use, Compustat data caiseerns over the possibility of results
biased by this database dropping failed, acquioedjelisted firms and, hence, keeping only
survivor firms (e.g., Boyd et al. 1993). Althougle wannot completely rule out that the analysis
is not biased by this survivor effect, we check thibe we can expect this potential bias to not
alter our results significantly. With this aim, west whether the positive relation between risk
and return is also observed for the riskiest sarfipies, which are more likely to be dropped
from Compustat and, therefore, to give rise togbevivor bias. We define this set of firms as
those whose mean standard deviation of stock retarabove the median of all sample firms. In
rows (12) and (13) of Table 5, these means andanedire calculated taking into account the
whole sample and the 2007 crisis periods, respaygtiv

Overall, the results from the base model are naligtively different from the robustness

test results displayed in Table 5. There is jugt @bevant difference: Row (2) shows that, if risk

31 We have also checked that our results are nottgtixatly different if the market portfolio is idéfied as either
the S&P 500 or SmallCap 600 indexes. The resuttsaailable upon request.
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is captured by the Z-score, the AISU return ingeeagn risk. This outcome questions a
conclusion suggested by the base model and ouausie analysis; specifically, it questions
whether the risk of facing higher drawdowns as cmafe quality deteriorates is inadequately
compensated. Nevertheless, the empirical specdditain which risk is proxied by the 12-month
standard deviation of firms’ daily stock returnslghe O-score support this conclusion. As row
(9) indicates, the risk-compensating role of resusnot qualitatively modified if we control for
corporate systematic risk. Additionally, the betaefficient is not statistically significant.
Regarding potential changes in the risk—returnticiabefore and after the end of the financial
crisis, the coefficients of risk are significantdapositive for both 2006:Q1-2009:Q2 and
2009:Q3-2012:Q2. The values of these coefficien®84 vs. 8.012) suggest that the effect of an
increase in risk over the mean return is greater #fie crisis, but a Wald test indicates that we
cannot reject the hypothesis that the coefficianésequal [f-value = 0.456). According to rows
(12) and (13), the risk-compensating role of resuappears to also be observed for the set of
high-risk firms. Therefore, despite the use of Castat data raising relevant concerns about

survivor bias, we do not expect this potential peabto significantly affect our results.

6. Renegotiation effects

Credit contracts are inherently incomplete (Aghiand Bolton 1992). Hence, some
contractual provisions will likely not be finely agted to future, unforeseen events. In particular,
if a facility’s holder becomes riskier, the pricisgucture and usage of the facility may not yield
a return adequate to the new level of risk.

As Roberts (2015) points out, the incompletenessoafracts is mitigated by renegotiation
throughout the whole lending relation and risk, captured by the borrower’s stock return
volatility, seems to be a key determinant of thming of renegotiation. These findings are
consistent with those of Gorton and Khan (2000)pvehow that, once the lender receives
negative information about the borrower’s prospettis status quo is never optimal; that is, the
best option for the lender is to renegotiate toawbtmore advantageous terms. Thus,
renegotiation can help align the lender’s risk amdards. Accordingly, we expect that a credit
contract subject to active renegotiation reinforoms average, the risk-compensating role of

returns.
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To check this hypothesis, we introduce into theebasdel a variable that measures
renegotiation intensity and an interaction termwaein this variable and risk. Renegotiation
intensity is captured by the average duration-tounity ratio. To compute this ratio, we
calculate the ratios of the actual duration of¢batracts to their contractual maturity for all the
contracts in a sample loan path (including the itregntract that starts the loan path and its
amendment) and we then average out these ratsfining renegotiation intensity thus allows
us, first, to obtain a measure that is based onnttare of the relationship that lenders and
borrowers establish throughout the whole life @rgaths; that is, our measure reflects whether
this relationship is active or not beyond any pattr contract of a loan path. Second, our
definition of renegotiation intensity captures ttedation between what the contracting parties
agreed upon according to their information and etgi®mns when the contract was originated or
amended and what these parties eventualf{/ do.

The higher the average duration-to-maturity rative less active the lender—borrower
relationship; specifically, if the average ratioci®se to one, contractual maturities and actual
durations tend to be the same, whereas, if itasecto zero, durations tend to be short in relation
to maturities. Accordingly, we expect the estimateefficient of the interaction coefficient
between renegotiation intensity and risk to be tegaTable 6 shows the main estimated
coefficients of our analysis for renegotiation ahe risk—return trade-off’

[Table 6]

The estimated coefficient of the interaction teretwieen renegotiation intensity and risk in
column (1) is, as expected, negative. Thereforeinarease in borrower risk seems to have a
weaker effect on return if the lender—borrower tiefeship is not too active in terms of
renegotiation. Moreover, if contracts in a loanhpi@nd to terminate on their maturity dates and,
hence, the average duration-to-maturity ratio ase€lenough to one, the risk—return relation is
reversed: Increases in risk reduce return. Totits the magnitude of the effect, consider two

facilities that differ in whether they have low leigh renegotiation intensity; specifically, they

%2 To compute the average duration-to-maturity rati@ do not take into account censored facilitiést tis,
contracts that are still outstanding at the enthefsample period or which are held by a firm thaips from the
sample while the facility is outstanding. Howewie average duration-to-maturity ratio of thesesoeed facilities
is the same as that of any other facility in thesoan path.

33 Although our notion of renegotiation intensityates to Nikolaev's (2016), who defines it as tmeetibetween
two contracts, the author’'s definition does notetakto account the nature of the lender—borrowtatiomship
throughout the loan path and is based on the aesedlue of the actual duration length.

34 Complete results are available upon request.
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have a mean renegotiation intensity (0.548) plu$ mmus this variable’s standard deviation
(0.233), respectively. An increase in risk equabbe standard deviation (0.023) increases the
average return by 3.20% or 24.78% if renegotiaitnvensity is low or high, respectively.

To check for the robustness of the effect of retiaion on the risk—return trade-off, we
perform additional tests. Previous works have eradhiwhether the need for renegotiation is
diminished by pricing grids, that is, contractuantngencies that tie spreads and fees to
borrower performance (Beatty et al. 2002, Asquitale2005, Ivanov 2012, Roberts 2015). To
control for the potential effect of this type ofiggng scheme, our first test introduces a (0, 1)
indicator variable that is equal to one if the dredntract includes a pricing grid. In the second
test, we also introduce an interaction term betwidénvariable and risk. Thus, we can check
whether pricing grids, as a complement to renegiotia modify the risk—return trade-off;
specifically, we can test whether this type of imgcscheme also helps to reinforce the risk-
compensating role of return. In the fourth test, welude two variables that stand for the
durations of the loan paths and facilities. Thesosafor controlling for loan path duration is that
a given renegotiation intensity can be qualitativdifferent if the loan path extends through a
long or short period. We include facility duratitmcontrol for situations in which, for instance,
the renegotiation intensity is low (i.e., closeotte), because the loan path is formed by a set of
short-term facilities whose maturities are extentlmdugh amendments that are agreed upon
close to the termination dates. Although not digpdhin Table 6, the results do not change if we
control for just one of the durations, that of eitlthe loan paths or the facilities. The fifth test
defines renegotiation intensity as the ratio ofthenber of sample contracts in a loan path to the
duration of the loan patfi.A higher ratio stands for a more active lendersdwer relationship
and, therefore, we predict the coefficient of theiaction term between such a ratio and risk to
be positive. The outcomes of the fifth test in oofu(5) include the variables that control for the
durations of the facilities and loan paths; howetlee main results do not change significantly if
these variables are not included in the empirica&r@se or if just one of them is taken into
account. The sixth and seventh tests exclude fl@rahalysis facilities with a maturity shorter

than one year and censored facilities, respectively

% The duration of the loan path starts with theiesiricontract in the sample. If the last contrddhe loan path is a
censored facility, the numerator of the variableasuging renegotiation activity is the number of tcacts in the
loan path minus one and the denominator is the Burob quarters between the origination of the fgample
contract of the loan path and the origination @ft tbensored facility. If the loan path just has coatract and the
latter is still outstanding at the end of the saq@riod, we assume that June 30, 2012, is thefahe loan path.
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According to the results shown in Table 6, non¢heke tests seems to qualitatively change
the effect that renegotiation appears to have errittk—return trade-off. As expected, in all the
columns where renegotiation intensity is measusethb average duration-to-maturity ratio, the
estimated coefficient of the interaction term betwehis ratio and risk is negative. In column
(5), where renegotiation intensity is proxied bg thatio of the number of contracts in a loan path
to its duration, the coefficient of the interactimmm between this way of capturing renegotiation
intensity and risk is, also as expected, positidewever, unlike in the base model, the
coefficient of risk is not significant in column)(8vhich suggests that the effect of risk on return
is completely determined by the level of renegaiaintensity when the latter is measured by
the ratio of the number of contracts in a loan gatlts duration. This ratio has a similar effect
on the risk—return trade-off to that of the averdgeation-to-maturity ratio. In this regard, a one
standard deviation increase of risk raises the ameemreturn by 5.28% and 29.44% if the
renegotiation intensity is equal to the mean ofrti® of the number of contracts in a loan path
to its duration (0.057) minus and plus the standindation of this ratio (0.040), respectively. In
addition, as columns (4) and (5) of Table 6 suggéstvariables that control for the duration of
facilities and loan paths are statistically insfogpaint.

Column (3) of Table 6 indicates that the coeffitiehthe interaction term between risk and
the variable capturing the inclusion of pricingdgriin credit contracts is not statistically
significant. Therefore, although previous empiricedearch has shown that pricing grids can
help alleviate re-contracting costs (Asquith et 2005) or can delay renegotiation as credit
quality improves (lvanov 2012), our results sugdhkat performance pricing and renegotiation
have asymmetric effects on the risk—return tradeSygecifically, pricing grids do not appear to
have any effect on the risk-compensating role tfrns. This outcome can be explained by the
interaction among usage, pricing, and returns.réidic quality is deteriorating, pricing grids
increase spreads and fees almost mechanicallyttaund,raise the payoff per dollar drawn down.
However, since higher prices can reduce usageangrgrids do not necessarily provide a higher
return when risk increases (Jones and Wu 20153dtition, previous works have questioned
whether the main rationale for the widespread digedormance pricing is that it helps align the
contractual parties’ risks and rewards. In thisseeBhanot and Mello (2006) and Manso et al.

(2010) show that, if creditworthiness is worsenipgtformance pricing can force the borrower
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into bankruptcy more often or earlier. Increasihg toupon, therefore, may not be the best

option when risk is increasing (Gorton and Khan®00

7. Conclusion

Committed revolving lines of credit are a domin&ortn of corporate financing. A positive
relation between risk and return in this market lddae consistent with the hypothesis that the
return on facilities can help compensate for thprepriation of lender wealth driven by moral
hazard. Nevertheless, only Asarnow and Marker (188%e studied such a trade-off, more than
two decades ago. We follow the path that theirsitaé work opened. Specifically, besides
performing a univariate analysis similar to thatAgfarnow and Marker (1995), we provide the
first multivariate analysis of how borrower riskates to lenders’ returns on revolving facilities.

Our research is highly demanding in terms of dataleed, we use data from five
commercial databases, two linking databases, andaaually gathered dataset providing
information not covered or insufficiently coveregt bommercial databases. To make manual
data collection possible, we focus on firms tha eomparable in terms of size to mid- and
small-cap ones.

Overall, our findings support the hypothesis thetums on lines of credit play a risk-
compensating role that helps palliate the potengalder wealth expropriation that asset
substitution can cause. However, no relation seenexist between risk and the AISU return.
This outcome implies that the market for credieirmay be underpricing the risk of quality-
deteriorating borrowers increasing their drawdowndines of credit. This paper also suggests
that renegotiation is a means to help align leridesis and rewards. Specifically, if the lender—
borrower relation is intense in terms of renegairatactivity, the risk-compensating role of
return is enhanced. Indeed, if the renegotiatid@nsity is low enough, the risk—return can even

be reversed.
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Appendix A

Table Al. Variable definitions

This table presents the definitions of the varighised in our analysis. Variables from Compustatimrbold and
those from the CRSP in bold italics.

(Income from spread charged on drawdowns and framua, commitment

«Q

r

ral

Return utilization and upfront fees, less the LGD)/(Outstag borrowings + 0.5 1
Unused portion of the commitment)
Return (Income from spread charged on drawdowns and fromua, utilization and
AISD return | upfront fees, less the corresponding LGD)/(Outstamdborrowings + 0.5 #
Unused portion of the commitment)
AISU return (Income from anual, co_mmitment and upfront_feesslthe_correspondin
LGD)/(Outstanding borrowings + 0.5 * Unused portmfrthe commitment)
All-in spreads AISD Spread over LIBOR loafis Annual fee + Utilization fee
AISU Commitment fee + Annual fee
vEIc;l':iIIE{y Three-month standard deviationref, that is, of the firm’s daily stock return
1.2 * ((actq - Ictg)/atq) + 1.4 * (eg/atq) + 3.3 * (Four-quarter rollingig/atq) +
Z-Score 0.6 * (Four-quarter moving averager¢cq * cshog)/Itq) + 0.999 * (Four-quarte
rolling saleqatq)

Risk O-score = -1.32 - 0.407 * (log((atg/Deflator) * PG 6.03 * (Itg/atq) - 1.43 *
((actq - Ictg)/atq) + 0.076 * (Ictg/actq) - 1.72X1 - 2.37 * (nig/atq) - 1.83 * ((piq +
dpg)/ltg) + 0.285 * X2 - 0.521 * (niq — nig)/(Jnig| + |nig4|), where Deflator =

O-Score quarterly, seasonally adjusted, implicit price d&dt, as reported by the Fede
Reserve of St. Louis; X1 = 1 if Itg atqg and X1 = 0 otherwise; X2 = 1 if (niq
Nig; + Nig., + nig.s) < 0 or (niqs + nigs + nigs + nig.;) < 0 and X2 = 0
otherwise.
Leverage 1/dlcq + dittq )/Four-quarter rollingibdpq)
Coverage Four-quarter rollirgbdpqg/Four-quarter rollingintq
expc):;r?(;ti?lljres Four-quarter rollingapxg/atq
Net worth atg —Itq
Current ratio | actg/ictq
Firm Profitability | Four-quarter rollingibdpg/Four-quarter rollingaleq
characteristicqg Size Log of four-quarter rollingalec
Market-to- | (atq - (atq - Itq - pstkl + txditcq) + Four-quarter moving averager¢cq *
book ratio cshoq)/atq
Tangibility | ppentg/atq
Beta Estimated coefficient of market excess returnsltiegufrom regressing corporate
excess returns on former returns
Kaplan— -1.001909 * ((Four-quarter rollingg + Four-quarter rollingdpq)/Four-quarter,

2 Or spread over ABR loans, if available, and thelitrline does not allow LIBOR loans.
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Zingales index

laggegpentq) + 0.2826389 * &tq - ceqc - txditcq + Four quarter moving
averageffrccq * cshoqg)/atq + 3.139193 * (dicq + dittq )/(dlcq + dittg + seqq)
- 39.3678 * (Four-quarter rollingvg/Four-quarter laggeg@gpentq) - 1.314759 *
(chedOne-quarter laggeppentq)

)

Default 1 for the loan paths outstanding whenra fites for bankruptcy and 0 otherwise
Secured 1 if the facility is secured and O otheewis
Syndicated 1 if the credit line is provided by adigate of lenders and 0 otherwise
Maturity Log of the facility maturity specified ithe credit contract
Amount Log of the amount committed under the fagili
Facility Purpose 1 if the facility can be used for corporate restutog, that is, leveraged buyout

mergers and acquisitions, and stock repurchasdq) atherwise

I

characteristics

Nonzero outst,
borrowings

1 if the facility has positive outstanding borroginand 0 otherwise

Technical
default

1 if the financial covenants of the facility areebched by the borrower and
otherwise

0

Pricing grid

1 if the facility has a pricing grishé O otherwise

Annual fee

1 if the facility includes a fee charged on thdrentommitment amount, regardle
of usage, and 0 otherwise

Fees

Commitment
fee

1 if the facility includes a fee charged on the sgdiamount of the commitme
and 0 otherwise

nt

Utilization fee

1 if the facility includes a fee charged on thewhraamounts if and while a usa
threshold is exceeded and 0 otherwise

je

Upfront fee

1 if the facility includes a single cba fee paid at origination and 0 otherwise

Other

Crisis

1 if the quarter is between 2007:Q4 and 2QQ9inclusively, and 0 otherwise

Trend

Linear time trend

Base version

Average of the ratios of the actual duration togsteted maturity of the contracts

Renegotiation a loan path

intensity

Alternate

. Ratio of the number of contracts in a loan patistauration
version

Appendix B

in

Table B1. Pricing criteria

This table presents the pricing criteria that, aditig to credit line contracts, are used to cakeulariable spread
and fees. The columhypebroadly classifies the pricing criteria. Basedtlis classification, the columld. provides
an identification of each pricing criterion. Thdwmn Definition describes how pricing criteria are calculateceimts
of variables from Compustat (in bold), DealScanif@tics), Capital IQ (underlined), and Datastre@munderlined
italics), or variables based on manually gatherad dplain text). The colum@redit linesindicates the number arn
percentage (over the total number of facilitieshwitricing grids) of the sample lines per pricingtesion. The
variables based on manually gathered data areedkfis follows: borr, outstanding borrowings on edirline;

borrbase, the dollar value of a credit line’s bairg base; Ic, the dollar value of outstandingelettof credit under

credit line; lecrq, the dollar value of a firm'sabamount of outstanding letters of credit; andsedav, a credit line’
unused available amount.

Technical notes: (1) If the SEC filings do not mienta credit line’s unused available amount foruarter, we
calculate it as borrbase — borr — Ic or, if thediréne does not have a program to support theaisse of letters o
credit, as borrbase — borr. If the credit line doeshave a borrowing base or borrbase is missiegjsefacilityamt—
borr — Ic orfacilityamt — borr. (2) If the SEC filings do not provide infioation about letters of credit outstandi
under a facility but this information is requirea ¢alculate a pricing criterion, we assume thasleero. (3) The
income statement variables are measured on a faantey rolling basis. (4) To obtain the quarterlues of firms’
rent expenses, we generate the variatgatq, which is equal to Compustat’'s annual variatsknt divided by four.
(5) Following Demerjian and Owens (2016), we usg-guarter lagged debt in current liabilitieag..4) as a proxy,

[72)

<2

f

of senior debt payments during the past year. (@rt@rly values for capital expendituresxq) and dividend
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payments @vq) are obtained from the year-to-date cash flowestant data. (7) If the Capital IQ variable for seni
debt (totsrdbt) is missing, we assume that the Gstap annual variable for subordinated dels) (emains constant
during the fiscal year and we calculate quarteglyiar debt as the difference between total debtl@datter variable
(dlcq + dlIttq - ds). We do not use the Capital 1Q variable for subtated debt _(totsubdbt) due to the large numbaer of
missing values. If senior secured debt (totsrsettbi® or secured debt (secureddbt) is requiredtoutate a pricing
criterion but is missing from the Capital IQ dat& use the Compustat variable for mortgage and stured debt
(dm).
- Credit lines
Type Id. Definition Number | Percent.
Availability Al unusedav 22 5.55%
B1 unusedavehec 3 0.75%
Adjusted availability | B2 unusedav-2.5 1 0.25%
B3 unusedav-3.5 1 0.25%
b Availability-to- |~y unusedav/borrbase 1 0.25%
orrowing base ratio
Avallability-to-facility D1 unuseda¥acilityamt 1 0.25%
amount ratio
Usage E1l borr+lc 3 0.75%
E2 borr 2 0.50%
Usagl;e to-borrowing | 4 (borr+ic)/borrbase 17 4.269
ase ratio
Usage-to-facility G1 (borr+Ic)facilityamt 12 3.01%
amount ratio G2 borrfacilityamt 1 0.25%
Debt-to-EBITDA ratio| H1 dlcg+dlttq )/oibdpq 175 43.86%
11 (dlcg+dlttq -chqg)/oibdpq 2 0.50%
12 (dicg+dlttg -cheqg)/oibdpqg 2 0.50%
13 (dicg+dlttq -lecredqgehq)/oibdpq 3 0.75%
14 (dlcg+dlttq +lecredgehec)/oibdpg 2 0.50%
15 (dlcg+dlttg -(chg-25)/oibdpqg 3 0.75%
Adjusted debt-to- |6 (dlcg+dlttq -(cheq-30)/oibdpq 2 0.50%
EBITDA ratio 17 (dicq+dittq -(chec-100)bibdpq 1 0.25%
18 (dlcg+dlttg -min{5,chq})/ oibdpqg 1 0.25%
19 (dicg+dlttq -min{80,chq})/ oibdpqg 3 0.75%
110 (dlcg+dlttg -min{35,cheq})/ oibdpqg 2 0.50%
111 (dlcqg+dittg -min{100,ched})/ oibdpqg 1 0.25%
112 (dlcg+dlttg -min{150 cheg-50})/oibdpq 7 1.75%
J1 @dlcqg+dlttq )/(dIcq+dlttg +atg-intang-ltq) 5 1.25%
Debt-to-capitalization| J2 @dlcg+dlttq )/(atg+dlcg+dittq -Itq) 4 0.75%
ratio J3 @dlcg+dlttg -max{0,chg-10})/(atg-intang-Itq) 2 0.50%
J4 dlcg+dittg -max{0,cheg-10})/(atg-intanqg-Itq) 1 0.25%
Senior debtto- | ka totsrdbtbibdpg 11 2.76%
caSpGijtr;I(i)zraotlﬁ)bnt-rt';io L1 totsrdbt/atg-intang-Itq +(dlcg+dlttq -totsrdbt)) 1 0.25%
S?OrtléélsﬁguArfgtgebt' M1 totsrsecureddhibdpg 2 0.50%
Adjusted senior
secured debt-to- N1 (totsrsecureddhtheq)/oibdpqg 1 0.25%
EBITDA ratio
Adjusted secureq o1 (secureddbt-borr+((borr+bQ|_rL|++borrt_l++borrt_ 3 0.75%
debt-to-EBITDA ratio 1)/4))/oibdpg
. P1 (8*rentq+lecrg+dicq+dittq )/(cibdpg+xrentq) 2 0.50%
'“E‘jé‘l‘itgggfggéo' P2 (8rentq+dicq+dittq )/(oibdpg+xrentq) 2 0.50%
P3 (7*rentqg+dlcg+dlttq )/(cibdpg+xrentq) 1 0.25%
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P4 (7*rentqg+lecrg+dicq+dittq )/(cibdpg+xrentq) 5 1.25%
calp-)li?;)l:lzlg(teizéoratio Q1 Itg/(atg-intanqg-Itq) 2 0.50%
AdJuEsé?_(Fll:l)lzbrlgggs-to- R1 (tg-apg-xacc-dritq )/(oibdpq) 1 0.25%
S1 (piq-capxq)/dicq;.4 2 0.50%
S2 (Oibdpg+xrentq-capxa)/(xrentg+xintq) 1 0.25%
S3 (©ibdpg+xrentq)/(xrentq+xintq) 1 0.25%
Fixed charge coverage S4 (ig-capxag-dvq)/(dlcq;.4+xintq) 1 0.25%
ratio S5 oibdpg/xintq 1 0.25%
s6 (oibdpg+xrentq-txtq -capxq-dvq)/(dlcq- 1 0.95%
borr+xrentg+xintq)
S7 ©ibdpg+xrentq)/(dicq;.,+xrentg+xintq) 3 0.75%
EBITDA T1 oibdpq 4 1.00%
Equity-to-assets ratiog U1 seqd/atq 1 0.25%
Rating V1 End-of-quartegplticrm 90 22.56%
Credit default swap | xr 5y $ - cds prem. mid 1 0.25%
spread
Time ?'?‘ps?d SINCE 1 %1 Time elapsed since origination 4 1.00%
origination
Table B2. Credit lines with spreads or fees definedy more than one criterion
This table describes situations in which more taaingle criterion determines the applicable sp @
fees. The criteria are identified according to oohld. in Table B1.
Criteria Credit lines
Number Percentag:
E1& V1 1 0.25%
Gl& V1 6 1.50%
GZ2& V1 1 0.25%
H1& V1 6 1.50%
W1& V1 1 0.25%
Al Ez& X1 4 1.00%
Al, T1& X1 1 0.25%
Appendix C

Table C1. Credit line purposes according to crediline contracts

This table presents the purposes for which borrgsvinom sample facilities can be used accordingrédit contracts
The columns show the possible purposes. An X inegdhat the type of credit line allows borrowees use
drawdowns for the purpose denoted in the correspgrmblumn. The last column shows the number ofdaroredit
lines by type. Support for letters of credit and/mpants of fees and expenses associated with diedit are not
included as purposes. Cash management exposunguded in working capital or corporate purposdse Tata were

obtained from the credit contracts of sample criauis.

Work. cap. Debt Mergers Capital Stock Specific Joint Specific Purch. Foreign Total

Types or corp. repaym and expend.| buyback event ventures | event convert. exch (over 496)

purposes paym. acquis. pend. Y notes '

89

! X (17.94%)
81

2 X X (16.33%
68

3 X X X (13.71%)
32

4 X X X X (6.45%)
X X X 6
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(1.21%)

. 11
(2.22%)
. 9
(1.81%)
o 36
(7.26%
. 3
(0.60%)
10 8
(0.60%)
11 5
(1.01%)
12 9
(1.81%
13 25
(9.07%)
14 35
(7.06%
15 4
(0.81%)
16 6
(1.21%)
17 3
(0.60%)
18 1
(0.20%)
1 26
(5.24%)
20 3
(0.60%)
21 2
(0.40%)
22 8
(0.60%)
23 2
(0.40%)
24 2
(0.40%)
25 1
(0.20%)
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Figure 1. AISD and AISU. This figure represents the sample average AISD AI8U by quarter in
2006:Q1-2012:Q2. The AISD and AISU are measuredhenleft- and right-hand axes, respectively. The
vertical dashed lines mark the start (2007:Q4) el (2009:Q2) of the 2008 crisis according to tiatidal
Bureau of Economic Research (NBER). The AISD an8lA&re defined in Appendix A.

TABLES

Table 1. Summary statistics: Revolving facility cheacteristics

This table presents summary statistics—means, atdregrors (SE), and medians—on the facility chigréstics for two
datasets. The first (sample) is the dataset onhadiic analysis is based. The second dataset (Degl8onsists of all the
revolving lines of credit in DealScan outstandingtie sample period, denominated in US dollars,@nodided to non-
financial US firms. Statistics on the purpose @ facilities in DealScan are not provided due tosgantial differenceg
between our variable and that of DealScan (see #¢peC). To calculate the statistics referring tor dample, we
proceed as if there were one observation per fiadiiowever, the statistics of technical defaull amonzero outstanding
borrowings are calculated over firms and the totahber of observations, respectively. The variables defined in
Appendix A.

Sample DealScan
Mean SE Median Mean SE Median
Secured line (1, 0) 0.63 0.48 1 0.79 0.41 1
Syndicated line (1, 0) 0.93 0.25 1 0.9§ 0.1p 1
Maturity (months) 42.87 18.58 47 50.0¢8 18.72 60
Principal ($mil.) 270.73 346.51 125 266.09 5969 0 9
Purpose (1, 0) 0.47 0.50 0 -
Technical default 0.17 0.38 0 -
Nonzero outst. borrs. (1, Q) 0.52 0.50 1 -
Credit lines 496 23,148
Firms 122 10,191

Table 2. Summary statistics: Firm characteristics
This table presents summary statistics—means, atdretrors (SE), and medians—on the firm charatiesifor two
datasets. The first (sample) is the dataset onhadnic analysis is based. The second dataset (Céatpasnsists of all
firm—quarter observations from non-financial UStfir appearing in Compustat between 2006:Q1 and Q21Zhe
statistics of default are calculated as if thereenmne observation per firm. The variables arengefin Appendix A.

Sample Compustat
Mean SE Mediani  Mean | SE | Median
Risk 0.03 0.02 0.03 -
Leverage 9.06 118.45 0.42 7.12 783.738 0.28
Coverage 47.79 364.64 7.32 18.73 1,588 4.45
Capital expend. 0.05 0.06 0.03 0.08 6.85 0.03
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Net worth 925.57 1,453 335.29 1,111 5,669 97.73
Current ratio 1.95 1.30 1.68 4.20 78.05 1.80
Profitability 0.12 0.33 0.12 -9.55 272.38 0.1(
Size ($ mil.) 2,269 4,127 837.71 2,471 12,286 245\2

Market to book ratio 1.64 0.97 1.32 25.4Q 603.00 591.

Tangibility 0.30 0.24 0.22 0.26 0.26 0.15

Financial constraint -2.52 22.38 0.08 -0.63 219,322726.23
Default 0.04 0.20 0 -
Line—quarter obs. 2,107 131,579
Firms 122 7,031

Table 3. Univariate analysis

This table presents the different types of mearuahreturns of the credit lines for the whole samghd by
risk category. The sample covers the period 20062Q12:Q2. The risk categories are the quintileshef
three-month standard deviation of the sample firdaly stock returns. To compute the mean annuatme|
for either the whole sample or each risk categam, calculate, first, the average returns of thepdam
facilities per quarter; second, the compound cutivglareturn; and, third, the geometric average ho$ {
cumulative return. The types of returns are definefippendix A.

Table 4. Risk-compensating role of returns

This table presents the results from regressiatsatiialyze the risk-compensating role of returrthénmarket
for credit lines. The sample covers the period 20062012:Q2. The data were obtained from DealS
Compustat, Capital 1Q, Datastream, the CRSP, SEK 46d 10-Q filings, and credit contracts. The oahs
differ in the dependent variable used, that is,cingpon return, the AISD return, and the AISU netiRisk is
measured by the three-month standard deviatioaropke firms’ daily stock returns. The regressiordude
quarter, one-digit SIC industry, and firm creditimg (0, 1) indicator variables. Statistical sigréince at the|
5% and 1% levels is denoted by * and **, respedyivall the regressions are conducted with standardrs
robust to within-facility dependence and heteroasédity. The variables are defined in Appendix A.

Return AISD return AISU return
1) (2) (3

1920+ 1874 1321
Intercept (0.589) (0.629) (0.489)
Risk 6.854™ 7.689" 0.319
(2.026 (1.996) (0.876
0.000 0.000 -0.000
Leverage (0.000) (0.000) (0.000)
-0.000 -0.000 0.000
Coverage (0.000) (0.000) (0.000)
: : -0.651 0.117 -0.733¢
Capital expenditures (0.67)) (0.708 (0.289)
-0.000 -0.000 -0.000
Net worth (0.000) (0.000) (0.000)
. 20.227% 0.176% -0.090%
Current ratio (0.036) (0.040) (0.020)
- 0.147 -0.183* 0.068"
Profitability (0.08)) (0.09)) (0.02))
Size 0.025 0.011 0.040
(0.053) (0.063) (0.024)
. -0.049 -0.070 0.024
Market-to-book ratio (0.033) (0.040) (0.022)
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Quintiles of the st. dev. of daily stock returng
Type - . : Total
First | Second  Third Fourth Fifth
Return (1) 0.85% 0.89% 1.069 1.32% 1.53% 1.10%
AISD return (2) 0.56% 0.56% 0.669 0.93% 1.20% 0.74%
AISU return (3) 0.44% 0.46% 0.529 0.59% 0.55% 0.52%

can,



Tangibility '(%',ﬁg (?)?i%; (3383;
Financial constraint (8:881) (8:881) (8:881)
Default (gjﬁgg) (g:g%) -?6.216235;
Secured (g:égg) (8:(%1) ?61.32;;
Syndicated (g.fgf (3'23125 (-00.'12113
Maturity '?(;,Sffg; -?6,31831; _(%'.%3;
Amount (ggg(% (-()98673) (38333)
Purpose (8:82;.5) (8:823) (8:8421?)
Annual fee %61.23;; c()(')?gg:; (()6?;)??8;
Commitment fee %(')1.%;; (265;2; (267.?(2);;
Utilization fee ('8"11;91 (3'115332 _(((J)'_%é?)*
Upfront fee (8:333 (8:8;% (()bl.gg:)*
Technical default %2205;) (%'.4252% (-00_8725)
Hk i - **

Nonzero outst. borrow (Z('fgg.‘) (26?5;5) ?6_3341;)
- - - *

Crisis (8 '1221:)3 (8'11??; (%.%223?)

e " -

Trend ?69(1)(7)6) (%,Oolc)%) (88862)
Observations 1,553 1,553 1,553
R? 0.509 0.491 0.434

Table 5. Robustness checks

This table presents the results of robustness shefcthe hypothesis that returns play a risk-corspéng
role in the market for credit lines. The table skamly the estimated coefficients of the variablasuring risk
and, in row (9), beta. The sample covers the pe2ia@b:Q1-2012:Q2. The data were obtained from RealS
Compustat, Capital IQ, Datastream, the CRSP, SE& &0d 10-Q filings, and credit contracts. The cahs
differ in the dependent variable used, that is,cixgpon return, the AISD return, and the AISU netiRegarding
the differences between robustness checks andatbe ftnodel, in rows (1) to (3), risk is measuredhsy 12-
month standard deviation of sample firms' daily cktareturns, Altman’'s Z-score, and Ohlson’s O-scd
respectively. In row (4), instead of annualizingwil variables to calculate firm-specific controlse wse the
quarterly values of accounting variables to computetrols and then average these from quartet — 3. Rows
(5) and (6) use alternative methods to amortizeampffees. In row (5), the amount amortized eachrtgu is
equal to the upfront fee divided by the number wdrters between the quarter in which the contrither the
original contract or the amendment including the)fes settled and the earliest quarter betweenqtieter
corresponding to the maturity date of the conteaxct the quarter in which the loan path of the ifgciérminates.
In row (6), upfront fees are amortized only whikee tcredit contracts that include them are not ameenot
terminated. In row (7), we use 14 months as thaurtatthreshold that divides facilities into thod®at do not
have to hold capital for the unused portion of¢cbexmitment and those that do. In row (8), no tholsis used to
compute the returns. In row (9), the beta coeffictaat relates corporate and market excess reisiinsluded in
the regression model. In rows (10) and (11), thepda is split between 2006:Q1-2009:Q2 and 2009:
2012:Q2, respectively. The last two rows only take account firms whose mean standard deviatiostadk
returns is above the median of all sample firmssehmeans and medians are calculated for the samgléhe
2007 crisis periods in rows (12) and (13), respebti The regressions include quarter, one-dig@ Bidustry,
and firm credit rating indicator variables. Statiat significance at the 5% and 1% levels is demdtg * and **,
respectively. All the regressions are conducted wiindard errors robust to within-facility depemcie and
heteroscedasticity. The variables are defined ipefydix A.

re,

| Return | AISDreturn |  AISU return
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12-month st. dev. stock return 9.477* 10.620** 0.421
(1) (2.821) (2.946) (1.309)
Z-Score -0.065** -0.055* -0.025**

(2) (0.022) (0.025) (0.009)

O-Score 0.156** 0.152** 0.021

(3) (0.028) (0.028) (0.014)

Averages firm-specific controlg 6.889** 7.860** 0.031
(4) (1.961) (1.967) (0.825)

Upfront fee | 6.986** 7.821** 0.447

(5) (2.068) (2.043) (0.954)

Upfront fee Il 6.869** 7.618** -0.160

(6) (1.928) (1.883) (0.632)

Capital for unused portion | 5.879* 6.588** 0.285
(7) (2.290) (2.247) (0.875)

Capital for unused portion I 5.932** 6.646** 0.339
(8) (2.287) (2.245) (0.868)

Risk 7.220** 8.000** 0.030

Beta (2.095) (2.101) (0.908)

9 -0.155 -0.132 0.123

©) Beta (0.246) (0.260) (0.143)
2006:Q1-2009:Q2 5.284* 5.916* 0.422
(20) (2.239) (2.300) (0.798)
2009:Q3-2012:Q2 8.012** 9.132** 0.339
(11) (3.059) (3.273) (2.095)

Riskiest firms | 6.007* 6.786** -0.257

(12) (2.352) (2.338) (1.169)

Riskiest firms Il 5.452* 6.375* -0.628

(13) (2.476) (2.473) (1.199)

Table 6. Renegotiation

This table presents the effect of renegotiatiorthenrisk—return trade-off in the market for crddies. To perform the analysis, some
variables are added to the base model. The tablessbnly the estimated coefficients of risk andstheariables. The sample covers the
period 2006:Q1-2012:Q2. The data were obtained P@alScan, Compustat, Capital 1Q, Datastream, R8R; SEC 10-K and 10-Q
filings, and credit contracts. The columns diffettie characteristics of the empirical specifiaati®enegotiation intensity is measured by
the average duration-to-maturity ratio of the |path in all columns except (5), where it is meag@® the ratio of the number of sample
contracts in a loan path to the total duratiorheflban path. The empirical specification in coluf@pincludes a (0, 1) indicator variable
that is equal to one if the facility contract hagrizing grid. Column (3) also includes an inteiaetterm between this variable and rigk.
The empirical specifications in columns (4) andi(&jude two variables that control for the duratif the facilities and loan paths. The
results in columns (6) and (7) are estimated, sy, without facilities with a maturity at oliigation shorter than 12 months and
without censored facilities. The regressions inelggiarter, one-digit SIC industry, and firm crediting indicator variables. Statistical
significance at the 5% and 1% levels is denotet &yd **, respectively. All the regressions are dooted with standard errors robust|to

within-facility dependence and heteroscedastidibe variables are defined in Appendix A.

1) (2) 3 (4) (5) (6) )
Risk 18.410** 18.750** 22.940** 18.890** -2.198 16.260** 19.000**
(3662) | (3.732) | (4714) | (4353) | (3.692) | (3.755) | (4.124)
Reneg. intensity 0.031 0.042 0.109 -0.027 -3.640 -0.074 0.075
9- (0.249) (0.247) (0.24%) 033) | (2.327 (0.249) (0.267)
Risk * Reneg. intensity -21.670* | -22.260** | -24.640* | -21.770** | 142.000** | -16.930** | -22.740**
9. (6.09) (6.153) (6.119) (6799 | (54.680) | (5.905) (6.5€9)
bricing arid ] -0.127 0.051 ] ] ] ]
99 (0.155) | (0.210)
Risk * Pricing grid - - (;fgg) - - - -
Facility duration - - - (888‘21 ((?883? - -
Loan path duration - - - (8 8(())31) (8 8831) - -
Observations 1,386 1,382 1,382 1,139 1,13 1,34 2331,
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0.534

0.531

0.533

0.544

0.532

0.531

0.538
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