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Do the Fama-French Factors Really Proxy for Innovationsin
Predictive Variables?

One well established failure of the standard chpiaet pricing (CAPM) model stems from its
inability to explain the cross section of excessumes of portfolios sorted by firm
characteristics such as size and book-to-markiet fata series of influential papers, Fama and
French (1992, 1993, 1996 and 2006) have shownttiealCAPM, even in the long run, is
unable to explain the anomaly that high book-toketarfirms have high expected excess
returns in spite of having low market betas. Amatigtentative avenues to solve this value
premium puzzle, the Fama-French three-factor (Fdf8dfter) model is beyond doubt the most
successful and popular. It adds to the market glatffactor of the standard CAPM two
portfolio factors, one aimed at capturing the f#iect (SMB) and the other the value effect
(HML).! These factors are based on purely empirical ceriibns, lack theoretical
underpinnings, are built in a rather arbitrary mamrand have no straightforward economic
interpretation. In particular, their economic links systematic risk are not clear. Fama and
French (1996), then Chen and Zhang (1998) amongrstihinted that they are related to
corporate distress and thus reflect the risk premiequired by economic agents to invest into
vulnerable firms. In the same spirit but using dbadal models, Jagannathan and Wang
(1996), Lettau and Ludvigson (2001a) and Petkovbhzirang (2005) reported that value stocks
are riskier than growth stocks during bad timesmiregjuired risk premiums are high and less
risky during good times when the price of riskasvf This strand of research, however, has
been strongly challenged. For instance, Lewelleth ldagel (2006) questioned the empirical
relevance of the conditional models proposed isdtsudies, as the variation in betas and the
equity market premium would have to be unrealifigdarge to explain the value premium. As
to Fama and French’s (1996) own interpretation, Qlzat et al. (2007) showed that firms with

a high probability of failure, therefore in deeptdess, display lower equity returns than firms

! The SMB and HML returns are computed by Fama awetidh from six stock portfolios sorted by size ésiz
measured by market value of equity, breakpoinhatmedian) and book-to-market equity (measuretesaitio
of the accounting value of equity to its marketuealbreakpoints at the 3@nd the 78 percentiles). The SMB
return is the average return difference betweesetismall and three big stock portfolios and the Hiturn is
the average return difference between two hightaodow book-to-market stock portfolios.

2 |n the same vein, Gulen, Xing and Zhang (2008shmat value firms lack the flexibility to adjush bad
economic conditions that growth firms have, whichates strong countercyclical variations in theigahinus-
growth expected returns.



exhibiting a low risk of failure, although the loads of the former on the market, SMB and
HML factors are significantly higher than the latt€heir finding thus is inconsistent with the

conjecture that size and value capture compensturatistress risk.

This left the empirical success of the FF3 modséegally unexplained and elicited a strong
strand of research that aimed at providing somestoéconomic interpretation of the Fama-
French factors. Among the proposed explanations,feoeis on the ones based upon
Merton’s (1973) Intertemporal CAPM (ICAPM hereajteAs Fama and French (1996) had
themselves suggested, their SMB and HML factordccoueffect be interpreted as proxies
for state variables that describe the random ewwlubf the investment opportunity set.
Ignoring this source of risk made previous modelffes from a misspecification problem
and underestimate the risk premium embedded it as®es. The relevant state variables
may belong to the set of macroeconomic real vagmlsluch as GNP, real investment or
capital, or consumption of durable goods. Liew &fasalou (2000) for example reported
that HML has some predictive ability regarding tB&IP growth rate, and that SMB and
HML convey significant information about future GOffowth not present in the market
portfolio. Hanhardt and Ansotegui (2008) find thas result extends to (twelve countries of)
the Eurozone, with the provision that they used @aehart (1997) model instead of FF3.
Yogo (2006) showed that disaggregating consumptietween durable and non-durable
goods, the former being significant, improves therfgrmance of Breeden’s (1979)
consumption-based CAPM even beyond the level ofAR& model. Xing (2008) claimed
that HML may approximate for the growth rate of it@lpnvestment: an investment growth
factor, defined as the difference in returns betwéew investment stocks and high
investment stocks, contains some information simitaHML. Simpson and Ramchander
(2008) provided evidence that the FF3 model outper$ the standard CAPM in its ability to

capture surprises related to various macroeconmicators.

Alternatively, the state variables may belong te thacro-finance set. For instance, Fama
and Schwert (1977), Campbell (1987), Campbell aotilgr (1988), Fama and French
(1989) have proposed various candidates in gengletkd to the characteristics of the yield

curve and/or to some aggregate measure of divigenytnents. More recently, Petkova

3 carhart's (1997) model includes, in addition te #F3 factors, a “momentum” factor. The latterhis teturn
on a portfolio that is long in past winner stocksl &hort on past losers.
4 Campbell (1996) used both macroeconomic (includiagiceably, labor income) and macro-finance \aes.



(2006) and Hahn and Lee (2006) have analyzed thgamship between the HML and SMB
factors and innovations in financial variables dedrto describe investment opportunities. In
a closely related research, In and Kim (2007) hiavestigated to what extent these two
factors convey the same information as innovatiorigiancial state variables, interpreted as
alternative investment opportunities, over varitinee horizons. More precisely, following
the framework adopted by Campbell (1996) and u#iieginnovations in the T-bill rate, a
term spread, a default spread and the aggregaigedd/ yield computed from a vector
autoregressive (VAR) process whose elements ase tfaur state variables plus the FF3

factors, Petkova (2006) reached the following cosidns:

(i) a model using these innovations performs bdttan the FF3 model in explaining cross-
sectional differences in asset returns;

(i) a model using the innovations in the SMB anhMllHfactors and in predictive variables
performs better than the FF3 model, and the inmowstin SMB and HML are not
statistically significant;

(iii) the innovations in predictive variables anecpd and the risk premiums are sizeable and

significant.

These results however are at odds with mainstraadings regarding the optimal asset
allocation issue. On theoretical grounds, the faat state variables are priced is intimately
linked to intertemporal hedging. In Merton’s (197@)APM, economic agents’ optimal
portfolios contain terms that hedge against unfaliar shifts in their investment opportunity
set. This implies they require risk premiums atildgnium to compensate for bearing such
risks. Yet, empirical studies have consistentlyoregd that those hedging terms are
insignificant or at best of second order vis-athis mean-variance component. Consequently,
one does not expect to find significant cross-seeti risk premiums attached to the state

variables, which makes result (iii) puzzling.

® Guo, Savickas, Wang and Yang (2008) take a diffebeit related stance. Instead of examining thesro
sectional variation among portfolios or individ@esets returns, they investigate the risk-retuatiomship over
time for the stock market as a whole. Tests ofdfamdard CAPM for the recent (post-1963) period lead
repeatedly to a negative or insignificant trade®fiis finding is another well established failurfetlve standard
CAPM for the modern period. See for instance Canipi®87), Glosten, Jagannathan and Runkle (1993),
Whitelaw (1994) and Brandt and Kang (2004). Gualef2008) show that, after controlling for the agance
of market returns with the value premium, the todfiés positive. Also, they find that the conditanvalue
premium is countercyclical. Their results thus ssgighat value is riskier than growth during reess when
the market price of risk is large and that the ggtwemium can be interpreted as proxying for tiragsing
investment opportunities. Guo and Whitelaw (20@8jng as a proxy the consumption-to-wealth (“caytjo
proposed by Lettau and Ludvigson (2001b), reacheilies conclusions.



Conclusion (ii) is in fact easy to explain and tefuro assess whether SMB and HML proxy
for innovationdn predictive variables, the original FF3 model slddbe compared to a model
that includes the market, the two Fama-French facod innovations in predictive variables,
not to a model that includes the market, innovationgredictive variables aridnovations in

the SMB and HML factors. We show that tests offtrener, proper model exhibit essentially
insignificant innovations in the predictive variablwhile SMB and HML still are significant.
Yet the question remains why using innovations MBSand HML and not the factors
themselves leads to the opposite conclusion. Thsvemnlies in the way innovations are
computed. All of them are made orthogonal to theketaexcess return (the market, in brief)
and this procedure alone drives the results. Bhisecause making innovations orthogonal to
the market drastically reduces the statistical igance of the SMB and HML factors,
whether innovations in predictive variables are gisesent in the regression or not. This is
not the case for the four predictive variables,clihiemain significant after orthogonalization
to the marketprovided SMB and HML are not included as explanatory vdeabWe show
that conclusions (i) and (ii) above are reversed eonclusion (iii) is not vindicated when

innovations are computed in a less “ad hoc” manner.

To make our empirical investigation more thorougfe, also extend the analysis in several
directions. First, we perform tests on a widerd$giricing models and for a somewhat longer
sample period and also report results on testp@dormed by Petkova (2006). Second, we
assess the robustness of our results by usingdditian to the standard Fama-French 25
portfolios on which, by construction, is imposedaatorial structure, 17 industry portfolios

which are free from such a bias. Third, in additiorperforming « static » cross sections to
estimate the market prices of risk associated with (estimated) factor loadings obtained
from time series, we perform so-called « dynamaross sections for each date included in
the sample then average the resulting coefficieatsThis constitutes a robustness test for the
significance of the factor loadings. Fourth, we wdternative VAR processes of lower

dimension to provide another check of the robustioésur results.

The rest of the paper is structured as follows.ti®ed describes the data and presents an
analysis of the behavior of the innovations inltL and SMB factors from a VAR process
that includes these two factors and the market, @rlgl the consequences of this behavior on

the cross-section of portfolio returns. Sectioreximines whether the innovations in four



financial variables from a VAR process of highandnsion that includes these state variables
crowd out the HML and SMB factors or their innowais and assesses to what extent making
innovations orthogonal to the market is cruciaihe results or not. Section Il provides some
alternative specifications in which the dimensidyabf the VAR process is lowered and
conditional versions of the competing models allmwthe factor loadings in the first-pass

time-series to vary randomly over time. Sectiorcbnhcludes.
|. Data and Preliminary Analysis
A. Data

This study uses monthly data for the period fronty J1863 to December 2007 (534
observations$.’ Data relative to excess returns on the markefgimrt and to returns on the
SMB and HML portfolios have been downloaded fromfEssor Kenneth French’s website.
The market risk premium is computed as the valuigtwed return on all NYSE, AMEX, and
NASDAQ stocks (obtained from the CRSP files) mirtis one-month Treasury bill rate.
Also from French’'s website are the 25 Fama-Fremhene@fter FF) portfolios sorted by size
and book-to-market equity which will constitute dirst universe of portfolio§.However,
some authors, such as Lewellen, Nagel and Shar#v), have argued that excess return
tests are biased favorably due to the factoriaicttire inherent to the construction of these
portfolios. Consequently, to reduce this bias, wi also perform tests on second universe
that comprises, in addition to the 25 FF portfqlite 17 industry portfolios also compiled by
Fama and French.

Panel A of Table | reports various statistics fog excess return on the market portfolio over
the T-bill rate (Market”) and the returns on the SMB and HML portfoliosheT average

yearly compounded equity market premium is 5.8%melaB and C exhibit the average

® Our starting point thus is the same as that dfd®ets (2006) study, while our sample covers exasitk more
years (72 observations). For this reason, andlssause alterations have been made to some CRi8P, ser
cannot reproduce her results exactly. We also isetmonth T-bill rate, not the 1-month rate, gwedictive
variable. However, there is little difference betwethe results she reports and ours. The study land Kim
(2007) also starts from July 1963 but extends todb@er 2005 only.

" We selected the same starting month as did, iticptar, the authors quoted in the previous foatnmartly to
facilitate the comparison and partly because tteevaremium has been shown not to co-move withvations
in investment opportunities in the pre-1963 peasdnuch as in the post-1963 period. See for inst@anpbell
and Vuolteenaho (2004), Petkova and Zhang (20GBhaFand French (2006) and Ang and Chen (2007).

® The 25 portfolios are obtained from an independent of all NYSE, AMEX and Nasdaq stocks imjaintiles
based on size and book-to-market ratio. See Faoh&@emch (1993) for more details.



excess returns on the 25 FF and the 17 industtyotios, respectively. In line with what is

reported in the literature on the value premiung.[&ama-French (2006)], one finds that (i)
there is a positive relationship between risk premand book-to-market, which implies that
value stocks command higher excess returns thamtlyisiocks, and (ii) except for low book-

to-market portfolios, there is an inverse relatlopdetween excess return and size.

Insert Table| about here

As to the predictors, keeping in mind model parsignave select the same four variables used
by Petkova (2006) which are common in the litemtand lend themselves to a clear financial
interpretation. This choice allows for a meaningfaimparison. First, the level and the slope of
the yield curve being obvious determinants of itwest opportunities, we retain the level of
the three-month Treasury bill rateTEill”) and the level of a term spread measured as the
difference between the ten-year constant maturiga3ury bond yield and the 1-year constant
maturity Treasury bond yield Term”). Second, there is mounting evidence that asserns
are partially predicted by the aggregate dividemddyand a measure of financial or economic
duress. Accordingly, we select a dividend yieldaswred as the total dividends paid off during
the last 12 months divided by the actual valuehef market portfolio @iv”), and a default
spread measured as the difference between theofieldLO year Baa-rated bond and that of a
10 year Aaa-rated bondj&f”). These predictors are from the FRED® databashefederal
Reserve Bank of St. Louis.

B. VAR Estimation and the FF3 Model

As results of empirical tests of intertemporal talpasset pricing models may crucially depend
on the set of predictive variables used (apart floenSMB and HML factors), our first tests do

not involve predictors at all and involves the thiieF factors only. Our first objective is to

show that whether making innovations in the SMB &ML factors orthogonal to the market

or not is crucial to the results.

Therefore, before using Fama and MacBeth's (19%®}dass standard procedure to test the
validity of a CAPM, we need to obtain innovationsthe SMB and HML factors. To this end,
we estimate a first-order vector autoregressive RYfarocess whose elements are the market

excess return Market”) and the SMB and HML returns, namely:
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whereeg is a three-dimensional vector of innovations. Tim@ovations regarding SMB and
HML contained ine are used in later regressions in four differenysvdi) as such, (ii) after
the errors from the VAR have been normalized stoasxhibit the same variance as that of
the innovations from the market alone, (iii) aftee errors have been made orthogonal to the
market, and (iv) after the errors have been bottmatized and made orthogonal to the
market. The rationale for using these normalizatiod orthogonalization procedures is

discussed below.

Then, following Fama and MacBeth (1973), we run tyges of regressions. In a first pass,
the time-series of excess returns on a risky past{o;;) is regressed on the excess returns on
the market portfolio and two other factors (SMB atblL, or their innovations), all three

being generically denoted here Yy. We thus have:

F
=0+ By Yt €, j=12..N )
i=1

whereF is the number of factor$(= 3 in this section) anN is the number of portfolios (25
or 42).

In the second pass, we test in cross-section, §orem date t, the hypothesis that the expected

excess returns on portfolios obey:

F ~
E(ri):/]i +2 Vi By (3)
i=1
where the/; should be zero and the independent variahﬁgis are estimates obtained from

regressions (2). The, denote the prices of risk. Cross sections such as bivé. (3) may

be run in two different ways, either only once, asated = T (“static” cross section), or for



each datg = 1, 2, ..., T (“dynamic” cross sections)Note that both cases use the betas

estimated over the whole period. We will perform b8th.
C. Satic cross sections

We focus first on the (second-step) cross sectigmodfolio returns represented by Eq. (3).
Table Il reports cross-sectional regressions using thesexeturns on the 25 FF portfolios
sorted by size and book-to-market. The full-sampléofdoadings, which are the independent
variables in the cross-sectional regressions and arellyastimjwn in Table Ill, have been
computed in time-series simple regressions (for each oR2sheortfolios) in which the
dependent variable is the excess return on a giverfioporfEqgs. (2)]. The cross-section
regression (Fama-Macbeth) coefficients are obtained b$. @l the coefficients but the
constants have been multiplied by 100 for readabilitye T-statistics are corrected for
autocorrelation and heteroskedasticity using the Newegt\W®stimator with four lags, a
standard procedure to assess the statistical signifiaafribe independent variables. Since the
latter are estimates from a (first-pass) time seriesessgin, we have also reported the t-
statistics adjusted for errors-in-variables accordingh® procedure established by Shanken
(1992), a generally more difficult test to pass. Note éw@v that when the homoskedasticity
assumption made by Shanken (1992) is relaxed, Jagannatith\Wang (1996) and more
recently Shanken and Zhou (2007) have shown that thieestimation bias may be relatively
small if it exists at all. This is why we report both t-statstito assess the overall fit of each
competing model, we have computed the adjuBfegsed by Jagannathan and Wang (1996),
which measures the proportion of cross-sectional tiranian expected returns explained by

the model.

Table 1l reports the cross-sectional results for five petimg models. Model #1 refers to the
benchmark FF3 model. The other four models use vdyighe innovations from the VAR

system according to the discussion that follows Eq.Mbdel #2 replaces the SMB and HML
factors by their plain innovations. In model #3, theoexr from the VAR have been

normalized so as to have the same variance as that afalket innovations alone. In model

° See Cochrane (2005) and Shanken and Zhou (200@}fails.
10 Using the generalized method of moments (GMM)caeld estimate simultaneously the innovatienis Eq.

(1) and the risk premia)/Yi in Eq. (3). As this estimation procedure yieldseesislly the same results as the two-
pass Fama-MacBeth method, we do not discuss iteurt



#4, the innovations have been made orthogonal to thkemdn model #5, the errors have
been both normalized and made orthogonal to the matkmtiously, such massaging of
innovations will leave the adjuste® of the regression unaffected and will impact the

coefficient and significance of each independent véiably.

Results for the overall goodness-of-fit of the FF3 madlelin line with the extant literature in
which the reported adjusté lies roughly in the range 0.70-0.80 depending on théesitid

Here theR?(JW) is 0.77, and the return on the HML is positive anghly significant.

Published results regarding the SMB portfolio are mawatroversial. Contrary to what
Petkova (2006) and Yogo (2006), among others, find,itbuiaccordance with Fama and
French’s (1992) initial results, the return on the SMB fait@positive and) very significant.
Overall, this model performs well and remains the hardeat reference model. Note
however that it exhibits the (border-line significant) puzzlimgpng sign on the market
portfolio coefficient. Also, the constant is significanfigsitive although it should be zero

since the independent variables are portfolios.
Insert Tablell about here

Results for models #2 and #3 are surprisingly verylaino those of model #1. The quality of
the regressions is the same, and the factors and coreti@in the same degree of significance.
In particular, the normalization of the variances (mail impacts only slightly the value of
the HML and SMB coefficients but is otherwise inconsetjaenTable Il also confirms
Shanken and Zhou’s (2007) result that, when portfoliesp@posed to macro-variables, are
used as explanatory variables, there is little differebetveen the Newey-West and the
Skanken t-statistics. The main conclusion that emergéstismhether one considers the HML
and SMB factors or their innovations from a first-ord&&R involving also the market is
immaterial. Since, according to financial theory, only tmexpected components of state
variables should be priced, this finding casts strongtsoan the interpretation of the HML

and SMB portfolios as state variables.

By contrast, when the innovations from the VAR processnaade orthogonal to the market

(model #4), the significance of the innovations in the Hisittor drops drastically. It is almost

11 See for instance Fama and French (1992), Jagamatid Wang (1996), Lettau and Ludvigson (2001a) or
Petkova (2006). These studies differ by the pecimsidered and/or the frequency of data.

10



divided by four as compared to the FF3 model and bectaeRy significant. Whether the
variances are normalized or not is again inconsequerstiegslts for models #4 and #5 are
identical. This is the first key result of the papeneseemingly does not need to introduce
innovations in the four financial state variableBi{’, “ Term’, “ Def’, and “Thill”) to almost
get rid of the innovation in the HML factor when it is maméhogonal to the market. We will
check below that it is indeed this orthogonalization proeedhat drives Petkova’s (2006)
main claim. The significance of the innovation in SMB hoereis left unaffected. The
difference in behavior between the innovations in the HWid SMB factors is all the more
striking that most of the attention in the literature hasnbdevoted to the former, the latter

being often insignificant
D. Loadings from Time-Series Regressions

Table Il reports the loadings on the market portfolig-fkt”), and the SMB (B-smb”) and
HML (“ /-hml”) factors or their innovations, computed in the firsspdime-series regressions
for the 25 FF portfolios. The loadings exhibited inglar, B and C, led to the cross-sectional
models #1, #3 and #5, respectively, reported in THbResults for models #2 and #4 are not
shown to save space as they do not differ materially fnriodels #3 and #5, respectively. On
the right part of each panel are shown the t-statisissciated with the factors. The last rows
report the standard adjust&i. As expected from previous studies, for instance Fanth
French (1993) and Petkova (2006) for shorter samgiiogs, theR? and t-statistics are very
large for the FF3 model, the three factors being pltfeeturns®® Interestingly, when
innovations in the SMB and HML factors are used, essentlaysame results obtain, whether
the errors from the VAR are made orthogonal to the etask not (models #5 and #3). This
means that the 25 FF portfolios load significantly onfdetors or their innovations. We note
however a tendency for the coefficients associateth WML to increase when they are
negative and to decrease otherwise, i.e. to convewgads zero, as we move from model #1 to

model #5 where innovations are made orthogonal to theemark

Insert Tablelll about here

2 5ee for instance Petkova’s (2006) Tables Il arat Yogo's (2006) Table II1.

13 By contrast, when the factors are not portfolitumes but, say, macroeconomic variables such asethsed
for instance in production-based CAPMs, thiedRtained from time series are much lower. Seeef@mple
Cochrane (1996), Zhang (2005) and Liu, Whited ahdrig (2007).
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E. Tests of Robustness. Industry Portfolios and Dynamic Cross-Sections

We assess the robustness of the previous results iditi@eent ways. First, we enlarge our
universe to comprise, in addition to the 25 FF portfolibg, Industry portfolios. Some
authors, in particular Lewellen, Nagel and Shanken (Rd@&e indeed strongly argued that
excess return tests using the 25 FF portfolios are bfasethbly due to the factorial structure
inherent to the construction of these portfolios. Thetfat it is easy to explain the returns on
portfolios possessing a strong factorial structure castshtd as to the relevance and
significance of the tests. Since the Industry portfolioSrae from such a bias, as they are not
sorted by firms’ characteristics other than industry, intoing them makes tests of an asset

pricing model more meaningful.

Cross-sectional regressions in Table IV confirm thoperted in Table I* As expected from
the literature and the way the 25 FF portfolios are coctsttiy the overall quality of each
regression is smaller with 42 portfolios than with 25, ablpistedR? and R*(JW) falling from
0.74 and 0.77, respectively, to 0.52 and 0.55. In soé and #5, the normalization of
variances being once more immaterial, the significancal ohdependent variables but HML
remains the same as in models #1 to #3. And again, inangah HML made orthogonal to

the market become much less significant, the t-statistiog logvided by 2.4.

Insert Table 1V about here

Our second check consists in performing so-calledchddyic” cross-sectional regressions, as
opposed to the “static” ones reported in Table I, taiobestimates of the market prices of risk
associated with the factor loadings estimated from timeséNe thus conduct robustness tests
for the significance of the loadings. Adopting a procedamrrowed from Fama and Macbeth
(1973), we first perform an OLS cross section forheafcthe 534 months available from July
1963 to December 2007 rather than for the entire sapgpled, and then average the constant
and the regression coefficients over the 534 estimatds. tNat we still use the (time series)
loadings estimated over the whole period. Table V tepiie results of these cross-sectional
regressions using (i) the 25 FF portfolios (Panel A) @hdhe 42 FF and Industry portfolios

(Panel B). The resulting cross-section coefficients appeaf' rows. The (Fama-Macbeth) t-

4 To save space, we do not report the loadings ftenime-series regressions; they are available vpguest.

12



statistics of the various averages are displayed Ynrdvs. All the coefficients but the
constants have been multiplied by 100 for readability. #enot report thd? as they are

unchanged from those obtained from the “static” ceesdional regressions.

Insert TableV about here

The key finding is that for models #4 and #5, where vations are made orthogonal to the
market, HML is insignificant, whether we use 25 or 42 miid6, although it is very
significant for models #1 to #3. This reinforces the suspithat making innovations in the
HML and SMB factors orthogonal to the market completelodifies the very nature and
interpretation of the FF3 model.

Il1. The Deter minants of Portfolio Returns
A. Predictive variables

We address now the main question of the paper and &gdess whether the SMB and HML
factors proxy for the four predictive variablesD{V”, “Term’, “Def’, and “Thill”). The
innovations in the latter are deemed to reflect unanticipatehges in the investors’
opportunity set and thus to command compensating riskipnes. Table VI exhibits various
summary statistics for the levels (not the innovations feoWAR process) of the four macro
variables as well as their correlations. The salient feamerging from the Table is the high
value of the first-order auto-regression coefficientspamticular for the aggregate dividend

yield. This will bear on the interpretation of the resulssdssed below.

Insert Table VI about here

We now estimate the innovations from a first-order V@iRcess that includes, in addition to

the three FF factors, the aforementioned financial vagable

13
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wherey; is a seven-dimensional vector of innovations. The intovs regarding all variables
but the market contained io; are used in later regressions either after they Hmaen

normalized so as to exhibit the same variance as ththeohnovations from the market alone,
or after they have been also made orthogonal to @ket® That leaves us with 12 (2x6)

series of innovations.

Panel A of Table VII exhibits the correlation between eadable and its own normalized
innovation or its own innovation orthogonal to the markete®d conclusions emerge from
this panel. First, correlation coefficients are close te fur the FF factors. This signals that
there is little difference between using the SMB and Hlsliitdrs or their innovations. More to
the point, it also suggests that over a one-month harittere is almost no predictability
attached to these factors as the surprise componenseeealmost all the monthly variation.
This vindicates the results of Tables Il and IV in whidtiel if any, difference was found
between models #1, #2 and #3. By contrast, the cornetateported for the four state variables
are much smaller, in particular for the dividend yield@). Here, the difference between the
level of the variable and its innovation from the VAR ubstantial. This is consistent with the
finding in Table VI of an auto-regressive coefficient cles®@ne (0.99 for the dividend yield),
making the state variables highly predictable. Also, reggrthe four state variables, the
correlation between one variable and its innovation gahal to the market is the same as the
correlation between the variable and its innovation. Ehiess the case for the FF factors, in
particular HML, for which the orthogonalization procedings the most effect. This result is
consistent with both our preliminary findings and thet fd@at HML is the variable most

correlated with the markét.

!5 Since not normalizing the innovations has beerwshim section Il to produce the same results, wendb
discuss this case.
' The correlation between HML and the marketis  while that between SMB and the market isonly.
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This is also confirmed by the correlation matrix of theowations in the six variables shown in
Panel B, and the correlation matrix for the orthogonabvations in the variables shown in
Panel C. First, the correlation between innovations ensthte variables and innovations in the
FF factors is very weak, ranging from -0.07 to 0.0Bis suggests that if innovations in the
state variables contain information useful for explanithe cross-sectional differences in
portfolio returns, this information is not included in the feEtors. Second, comparing the two
panels reveals that the correlation coefficients materialfgrdiind increase in absolute value)

only when HML is involved. This again points at the pecitliasf this factor.

Insert Table VIl about here

B. Cross Sections and Loadings from Time Series

We reproduce the same two-pass procedure on the pbrEBlios as in section | except that
when innovations in variables are involved, we use thedidgr VAR process (4) instead of
process (1) to include the influence of the four findnemriables. This makes a direct
comparison with Petkova’'s (2006) findings possible. Tahlereports the results from the
second-step cross-sectional regressions. Model #jais ¢he FF3 model reproduced for the
sake of comparison. Model #2 replaces the SMB and Htltors by their innovations.
Model #3 is a variant of model #2 where the errors ftoenVAR have been made orthogonal
to the market. The results plainly confirm those of Tabldbdel #2 fares almost exactly as
FF3, but when orthogonal innovations in SMB and HML ardushe significance of HML
drops considerably to a borderline level (the t-statistmsected by Shanken and Newey-
West decrease from 7.31 to 2.02 and from 7.19 &, te&pectively).

Models #4 to #6 use the market and the four stateblasdut not the FF factors. In model
#4, all are expressed in levels. Models #5 and #6 aants where the four state variables
have been replaced by their innovations, and their gothal innovations, respectively. Three
salient features emerge. First the market portfolio disapmeaa significant variable, which

is hard to reconcile with both financial theory and numerprevious studies. Note that

models #4 and #5 are absent from Petkova (2006).n8eawodel #6 does as well as, but not
better than, the benchmark FF3 model, wiilerfn” and “Thill” very significant, but not

“Div’ and “Def”. Third, there is no sizeable difference between mo#gland #6, which is
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consistent with the fact that the market is not significant that making the innovations
orthogonal to its excess return or not is immaterial. Tagetthese findings suggest that
while the level and slope of the yield curve do posseptaeatory power for the cross-
sectional variation in portfolio returns, the model doesimprove on FF3 and its economic

interpretation is problematic as the market portfolioegan significant.

Insert TableVIII about here

Models #7 to #9 use the market, the two FF factors amdotlr state variables. In model #7,
all are expressed in levels. In models #8 and #9 thestate variables have been replaced by
their innovations, and their orthogonal innovations, respagt As in Petkova (2006), model
#8 uses the errors fromsx-dimensional VAR where the market has been removed Egm
(4). Model #9 is a variant where these errors have bwede orthogonal to the market. Three
main conclusions can be drawn. First, models #7 &nyieéid similar results in terms of the
(large) significance of HML or its innovation. This resulushis robust to the model
specification. Second, in models #8 and #9, thei’ and “Thill” predictors are no longer
significant according to Shanken’s t-statistics, abiv® and “Term?” are hardly significant
according to the Newey-West t-statistics. Third, thei@@nce of HML drops in model #9
to a borderline level, but, in view of our previous tesuwe claim that this is due to the
orthogonalization process more than to the presenceeofatlr predictors. In particular,
model #8 is specially damaging to interpreting the FFofacas proxies for innovations in
predictive variables since HML is very significant while flour predictors are not (according
to Shanken'’s t-statistics). Campbell (1996) had alreadgkatd whether innovations in some
state variables (similar to oubDfv’, “Term’ and “Thill”) were helpful to explain the cross
section of portfolio excess returns. His results werggated as the market prices of risk
associated with the state variables were hardly signtfidderefore his findings did not loom

very promising as to the explanatory power of thesevations.

The loadings for the first-pass time-series regressidgmnsh led to the cross-sectional models
#7 and #9 of Table VIII are reported in Table IX, Parelnd B, respectively. It is readily
apparent that the Newey-West t-statistics associated witloaldengs of the HML factor are

across the board a lot higher than those associatedhsitbadings of the four state variables.

" To save space, we omit the comparatively lessdstimg loadings obtained for the other models.yTée
available upon request.
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As a matter of fact, the loadings of the HML are ex@bnsignificant while those of the
predictors are almost always very insignificant. This is jreetive of whether levels (Panel
A) or innovations (Panel B) for the explanatory varialales used, which reinforces the case
against interpreting the FF factors as proxies forldtter variables. In fact, the preliminary
evidence provided by Petkova’s (2006) Table | and Hatoh Lee’s (2006) Table Il already
cast doubts on this interpretation, as the adjuftedhey obtained for the time-series
regressions of innovations in each state variable orhtee £F factors were close to zero. It
seems therefore highly implausible that these state vagiahleuld contain the information
embedded in HML and SMB. At best, they are other pri€aators that do not capture what
HML et SMB do.

Insert Table|X about here

To check the robustness of these results, we reddwibgass procedure above with 42
portfolios instead of 25, in the same spirit as in sedtiois expected and for a reason already
mentioned, the goodness-of-fit of all cross-sectionalessions #1 to #9 exhibited in Table X
decreases rather markedly, as the favourable biasemhter the use of the 25 FF portfolios s
attenuated. The first interesting point, however, is that driginal FF3 model now fares
significantly better than the model that includes the markdtthe four state variables. This
can be seen from comparing the adjus®dnd theR*(JW) for models #1 to #3 on the one
hand and for models #4 to #6 on the other. Only if tthhe FF factors are introduced as
explanatory variables along with the four predictors dorttodels (#7 to #9) exhibit a better
goodness-of-fit than FF3. This is in accordance with Agamov and Chordia (2006) who
show that, for individual equity stocks, a conditional \@rof the FF3 model performs much
better than its standard CAPM counterpart. The secaeh, more relevant result is that, when
all innovations are made orthogonal to the market (in&#@®, the HML factor still is
significant and thus is not driven out by the presendbeofour predictive variables. Therefore,

Petkova’s (2006) main results do not survive at all wtheruniverse of portfolios is expanded.

Similarly to Table IX relative to the 25 FF portfolios, Taklereport the loadings for the first-
pass time-series regressions involving the 17 Industryfgtios which led to the cross-
sectional models #7 and #9 of Table X. The conclusi@xactly the same as for Table IX. The
loadings of the HML are generally very significant whileshmf the predictive variables are

almost always insignificant, regardless of whether le(fedsel A) or innovations (Panel B) for
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the explanatory variables are used. Therefore, the against interpreting the FF factors as

proxies for the predictive variables seems robust agdiestet of portfolios under scrutiny.

Insert Tables X and X| about here

[11. Alter native Specifications

A. Portfolio Returns and Innovations from a Modified VAR

Since using either the levels of the HML and SMB factarsheir (non orthogonalized)

innovations from the VAR process (4) leads to similawults and since we fail to interpret
these factors as proxies for the predictive variables,red® the whole analysis using an
alternative VAR process of smaller dimension that involesfour predictive variables but
not the FF3 factors:

Diy, Div,_,
Ter Ter
REES: gl F ©
Def, Def,
Thill, Thill,_,

wherev; is a four-dimensional vector of innovations. In this wag gan assess in a more
convincing manner the respective influence on portfoliorrest of the FF3 factors and the own
innovations in the predictive variables deemed to reflemnticipated changes in the
investment opportunity set. This is, incidentally, more in Wit what Campbell (1996) did,
although he used macroeconomic variables along with fiaaooes. Our procedure thus is
consistent witmot interpreting the HML and SMB factors as proxies foardes in (not yet
identified) state variables, but as mere artifacts Huiltn more or less arbitrary portfolio

sorting with noa priori economic content.

Another, perhaps decisive, advantage of this specifitaidhat the innovationg are truly
synchronous with the FF3 factors. The latter are inctfhonthly ex post returnsHML, for
instance is computed as the relative capital gain on Hbtlvdéen the end of monthand the
end of month 1)), and innovations; involve the difference betweenstantaneous rates (or

spreads) at dateand instantaneous rates (or spreads) at tide By contrast, for the VAR
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specification represented by Eq. (4), data relativeate ¢-2) are required to compute the FF3

factors lagged oncg,

Table Xl reports correlations for the SMB and HML fastolexpressed in levels) and
contemporaneous innovations in the four state varialidesned from the VAR process (5).
The correlation matrix is reported in Panel A. The @ations involving HML or SMB are
rather different from those appearing in Table VII (PaBelIn particular, the correlation of
each variable withDiv” is much increased in absolute value, as well as thdwbsmrrelation
between Def” and SMB. Panel B of Table Xl reports the correlatimatrix when the
innovations in the state variables have been made orbhbg¢o the market. As compared to
those exhibited in Table VII (Panel C), all the correlagiamvolving SMB have increased in
absolute value. This is also the case, but to a lessartekde all the correlations involving
HML. This suggests that results obtained with innovati@tsnated from the modified VAR
process (5) might be significantly different from teagported in section Il (sub-secti@)
above.

Insert Table X111 about here

B. Cross Sections of Portfolio Returns

We thus reproduce the same two-pass procedure on thed?82 portfolios as in section Il
using the innovations obtained from the first-order VARcess (4), dubbed hereafter the
modified VAR, instead of process (1). To ease the comparisben it is relevant, we adopt in
Table XIV the same numbering of models as in Table, With a * attached to each number
for differentiation. Model #5* uses the market and the vations in the four state variables.
Model #6* is a variant of model #5* where innovations evarade orthogonal to the market.
Model #8* uses the market, the SML and HML factors, ajpressed in levels, and the
innovations in the four state variables. Model #9* is aava of model #8* with innovations

orthogonal to the market.

18 campbell (1996) did not face this asynchronouslera since he used the market return expresseuétsl
AB, je n’ai pas bien compris ton point ici. Repleds, je corrigerai | ‘anglais.

9 Note that models #5* and #6* are directly comphrab models #5 and #6, respectively. Such is matiy
the case for model #8* since, in model #8, inn@riin HML and SMB are used instead of their lev&lis
should not, however, be problematic since usinggheariables or their innovations from a VAR waswsh to
yield similar results (compare for instance modélsand #2 in Table V). Model #9*, in spite of teg, cannot
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Consider first the universe of 25 portfolios (Panel Mhdel #5* improves on model #5 as the
state variable Def” becomes significant, along withTérm” and “Thill”, and the overall
goodness-of-fit is better. Model #6* also fares bettentthe analogous model #6 as to the
significance of the explanatory variables and its overadldgess-of-fit. In particular,Def”
becomes significant and its coefficient exhibits the intuitivadyrect negative sign. Models
#8* and #9* improve on models #8 and #9, respectivielyhat not only HML and SMB are
even more significant bufferm” and “Thill” become significant. These models fare better than
FF3 in terms of goodness-of-fit (see model #1 in TAIE. Three main conclusions emerge
from Table XIV:

() two state variables are priced and do partially explas implied by Merton’s (1973)

ICAPM, the cross-sectional variation in the 25 FF portfodiirns,

(i) the HML and SMB factors remain strongly priced arad driven away by the presence of

the predictors, and

(iif) whether innovations in the predictive variables ar@dm orthogonal to the market or not,
introducing the two FF factors enhances the overall gosdoiefit of the cross-sectional
regression, as comparing models #5* and #8* on thehand, and #6* and #9* on the other,

clearly shows.

Insert Table X1V about here

As evidenced by Panel B of Table X1V, the second aird ttonclusions, but not the first, are
robust to the enlargement of the universe to 42 pardolHML and SMB are still strongly

priced and the state variables become insignificant, wheatiey are made orthogonal to the
market or not. The interpretation of the two FF facesgproxies for innovations in predictive

variables thus breaks down.

C. Dynamic Cross-Sections

be directly compared to model #9 since whether SiviB HML are made orthogonal to the market (modgl #9
or not (model #9*) does make a large difference.
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As in sub-section II-E, we perform “dynamic” crosstsenal regressions to obtain estimates of
the market prices of risk associated with the factadifags estimated from time series. We thus
perform an OLS cross-sectional regression for eafcthe 534 months available and then
average the coefficients over the 534 estimates. We conidefour preceding models,
numbered 5* 6* 8* and 9*. Results are reported ibl&aXV for 25 (Panel A) and 42 (Panel
B) portfolios. They vindicate the findings of the previdiable. The HML factor is priced, so
is the market in the universe of 25 portfolios. As to thelipteve variables, Term” and “Thill”

are significant with 25 portfolios but not in the enlargedverse. The fact thaDiv’ is never

priced is at odds with previous findings by Campbell anitie8 (1988) among others.
Insert Table XV about here
D. Conditional ICAPMs

The previous analysis does not take into account dbethat the loadings used in cross-
sectional regressions are time-varying and influencecabgiom changes in the investment
opportunity set. To deal with this issue, numerous authave tested various conditional
versions of the CAPM.

The test procedure we use is the one described fonttanditional models above except that
in the first-pass time-series regression of excessnetur a portfolior(y), the S, , in Eq. (2)
are time-varying and depend linearly on the four staréables lagged once. Note that, to
avoid undue complexity, and in view of the generally kvshort term predictability of
individual portfolios, we follow Ferson and Harvey (198 choose to let; constant. We

thus have
F K _
le=a; +Z(:Bj,i,0+Zﬁj,i,lYl,t—1jYi,t+£j,t 0] (6)
= =

whereF is the number of factors (Market, HML, SMB) and/ottetzariables (“Div”, “Term”,
“Def”, “Thill"), so that F = 3, 4 or 7 here anH is the number of lagged predictots £ 4
here). Developing the double sum, we thus have, for paxtfolio j, to estimate (1k)F = 15,
20 or 35 betas according to the models being tested.
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In the second pass, we conduct cross-section regnessiotest the hypothesis that the

conditional expected risk premiums on portfolios obey:

iyvi,. :éj,vi,x. (7)

1=1

F ~
E(rj):/]J D VB *

F
i=1 i=1

where the independent variablé; are estimates obtained from regression (6).

Insert Table XVI about here

Table XVI presents the second-step cross-secti@uabssions using 42 portfoliGsModel
#A is a conditional version of the FF3 model in whichtlalee loadings are time-varying and
depend on the four predictors lagged once. Model #Bdasnditional version of the four-
state-variable model in which the four loadings are timgiwgr Model #C combines the two
previous models and is therefore a conditional model hichvall seven loadings (on the
Market, SMB, HML, ‘Div”, “ Thill”, “ Term” and “Def”) are time-varying.

In model #A, conditioning the loadings slightly improves tbnerall goodness-of-fit as
measured byR?(JW) (compare with model #1 in Table X). But none of thess-betas are
significant. This is consistent with the observation madedrgon and Harvey (1999) that the
FF3 model is unable to capture the effect of conditionimiprmation. In model #B,
conditioning the loadings highly improves tRé and R®(JW) (see model #4 in Table X)
although none of the betas or cross-betas are signifidlodel #C by contrast is extremely
successful in terms of both goodness-of-fit and sigaifie of loadings (compare with model
#7 in Table X) and is by far superior to the original Fk@del. The loading on the market is
significantly affected by the slope of the yield curver He first time, Div’ plays a role
through its positive influence on HML. The significancetltod SMB and particularly HML

factors is again vindicated.

We repeat the exercise on the three conditional modelsohducting “dynamic” cross-
sectional regressions as in sub-sec@orResults are reported in Table XVII. As compared to
the static regressions, in all three models more beta®ss-betas (especially for model #B)

are significant. In particular, in models #A and #C, tHoselings associated with HML are

% The relatively large number of explanatory varahprecludes conducting tests on 25 portfolios.only
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significant, implying that betas are time varying anféctd by the state variables which

describes the investment opportunity set.

Insert Table XV about here

IV Conclusion

To be Added.
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Tablel: Summary Statistics

Panel A reports various statistics for the excesisrn on the market portfolio (“Market”) and théums on the
Fama-French “small minus big” size-related (“SMER)d “high minus low” book-to-market-related (“HML")
portfolios. Panel B and C exhibit the average exceturns on the 25 Fama-French portfolios sorjesize and
book-to market, and on the 17 industry portfolitsbacompiled by Fama and French, respectively.dath are
in percent monthly (and non-annualized) and caverperiod 1963:07 to 2007:12 (534 observations).

Panel A: excessreturns (Market) and returns(SMB, HML)

Market SMB HML

mean 0.47 0.23 0.42
median 0.78 0.06 0.43
stdev 4.35 3.21 2.90
max 16.05 22.18 13.80
min -23.13 -16.70 -12.80
skewness -0.51 0.56 0.03
kurtozis 5.16 8.69 5.63

Panel B: average excessreturns on the 25 Fama-French portfolios

L (ow) 2 3 4 H(igh)
S(mall) 0.22 0.80 0.83 1.03 1.14
2 0.40 0.67 0.91 0.95 1.01
3 0.43 0.73 0.74 0.85 1.01
4 0.53 0.53 0.73 0.85 0.87
B(ig) 0.41 0.50 0.48 0.59 0.61

Panel C: average excessreturnson the 17 Industry portfolios

Food 0.66 FabProd 0.52
Mines 0.74 Machn 0.57
Qil 0.71 Cars 0.41
Cloths 0.55 Transports 0.56
Durables 0.31 Utilities 0.42
Chemicals 0.48 Retalil 0.57
Consumption 0.65 Finance 0.59
Construction 0.52 Others 0.42
Steel 0.44
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Tablell: Cross-Sectional Regressionswith the Fama-French Factors (25 Portfolios)

This Table presents cross-sectional regressiong tise excess returns on the 25 Fama-French gogfebrted

by size and book-to-market. The full-sample fadt@dings, which are the independent variables éncifoss-
sectional regressions, have been computed in tériesssimple regressions (for each of the 25 pasHpin
which the dependent variable is the excess retara given portfolio (see Table 11l below). The @a®ction
regression (Fama-Macbeth) coefficient§' (dws, “Coeff.”) are obtained by OLS. All the cdefénts but the
constants have been multiplied by 100 for readgbiliThe t-statistics have been corrected for both
autocorrelation and heteroskedasticity using thevdyeWest estimator with four lags and appear Shr@ws
(“t(NW)"). t-statistics adjusted for errors-in-vatiles following Shanken (1992) are shown 8hr@ws (“t(S)”).
The last two columns report the standard adjusfednd the R (“R%JW)”) as computed by Jagannathan and
Wang (1996). All data are monthly. The sample pbi$01963:07 to 2007:12.

Model #1 refers to the standard Fama-French traeif model. Model #2 replaces the SMB and HMLdext
by their innovations from a first-order VAR systdhat contains the market, SMB and HML, all laggex o
period. Model #3 is a variant of model #2 whereeh®rs from the VAR have been normalized so dwte the
same variance as that of the market innovationsealdModel #4 is also a variant of model #2 whereéfrors
from the VAR have been made orthogonal to the ntaNdedel #5 is a variant of model #4 where the aace

of errors from the VAR has been made equal to gr@wce of the market.

Constant Market SMB HML Adi.R R@IW)

Model

#1 Coeff. 1.23 -0.72 0.18 0.45 0.74 0.77
t(NW) 3.03 -1.88 3.61 7.74
t(S) 3.09 -1.91 3.68 7.89

#2 Coeff. 1.30 -0.79 0.19 0.45 0.74 0.77
t(NW) 3.13 -2.00 3.69 7.52
t(S) 3.18 -2.03 3.74 7.64

#3 Coeff. 1.30 -0.79 0.26 0.68 0.73 0.77
t(NW) 3.13 -2.00 3.69 7.52
t(S) 3.18 -2.03 3.74 7.64

#4 Coeff. 1.30 -0.79 0.36 0.24 0.74 0.77
t(NW) 3.13 -2.00 3.73 1.95
t(S) 3.18 -2.03 3.79 1.98

#5 Coeff. 1.30 -0.79 0.36 0.24 0.74 0.77
t(NW) 3.13 -2.00 3.73 1.95
t(S) 3.18 -2.03 3.79 1.98
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Tablelll: Loadingson the Market and the SMB and HLM factorsor Their Innovations From Time-
Series Regressions (25 Fama-French Portfolios)

This Table reports the loadings on the market pbotf{(“-mkt”), and the SMB (-smb”) and HML (‘B-hml”)

factors or their innovations from a first-order VABbmputed in time-series regressions for the 26d&&rench
portfolios sorted by size (from Small (S) to Big)JBnd book-to-market (from Low (L) to High (H))lAvalues
are monthly excess returns compiled for the peti®@3:07 to 2007:12. The loadings exhibited in pael B
and C, led to the cross-sectional models #1, #3#&ndespectively, reported in Table Il. On thehtigart are
shown the t-statistics associated with the factbing. last rows report the standard adjustéd R

Panel A: Model #1

L 2 3 4 H L 2 3 4 H

Const. t (Const.)

S 0.00 0.00 0.00 0.00 0.00 -441  0.15 0.18 2.77 14 2.

2 000 0.00 0.00 0.00 0.00 -2.68 -1.31 152 1.150.43

3 000 0.00 0.00 0.00 0.00 -0.85 0.22 -0.61 0.05.170

4 0.00 0.00 0.00 0.00 0.00 173 -171 -0.51 0.551.05

B 000 0.00 0.00 0.00 0.00 3.27 0.06 -0.81 -1.612.21
B—mkt t(mkt)

S 1.07 097 0.92 0.90 0.98 38.40 36.91 53.29 47.85.06

2 112 1.03 0.98 0.98 1.08 48.79 49.64 46.23 63.68.15

3 108 1.06 1.02 1.01 111 54.33 41.40 35.74 58.8B8B.27

4 106 110 1.08 1.04 1.16 51.21 37.32 40.07 46.39.96

B 096 1.04 0.99 1.01 1.07 48.73 53.05 40.10 54.79.63
B-smb t(smb)

S 137 131 1.10 1.03 1.08 33.43 24.70 40.08 36.27.43

2 098 087 0.76 0.72 084 28.82 20.56 16.60 24.77.52

3 072 052 0.42 0.39 0.53 26.75 8.28 7.08 9.48 25 8.

4 037 021 0.17 021 0.24 9.86 3.73 3.10 752 545

B -0.26 -0.23 -0.23 -0.20 -0.10 -9.65 -7.14 -6.48 -6.78 -2.31
pB-hml t(hml)

S -0.33 0.05 0.29 0.45 0.69 -6.64 1.08 9.70 15.07.89

2 -040 0.16 0.41 0.58 0.78 -9.88 2.93 7.36 13.54.74

3 -046 0.21 0.49 0.66 0.83 -15.21 3.20 7.74 11.585.99

4 -045 0.25 0.50 0.62 0.82 -11.38  3.65 7.79 13.11%5.67

B -039 0.14 0.30 0.62 0.79 -11.49 2.82 6.55 13.918.40
Adj. R?

S 092 094 0.95 094 094

2 095 094 0.93 093 094

3 095 0.90 0.89 0.90 0.89

4 094 0.88 0.88 0.88 0.86

B 093 0.90 0.84 0.88 0.79
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Panel B: Model #3

T WO N W T W NW W W N W W~ W NW

W W NWM

0.00
0.00
0.00
0.00
0.00

1.10
1.14
1.09
1.06
0.96

0.98
0.72
0.53
0.28
-0.20

-0.20
-0.25
-0.30
-0.29
-0.26

0.90
0.95
0.95
0.94
0.93

0.00
0.00
0.00
0.00
0.00

0.98
1.04
1.06
1.10
1.04

0.94
0.63
0.37
0.15
-0.17

0.04
0.11
0.15
0.16
0.09

0.92
0.93
0.90
0.88
0.90

Const.
0.00
0.00
0.00
0.00
0.00

B—mkt
0.93
0.99
1.02
1.08
0.98

B-smb
0.79
0.55
0.30
0.13
-0.16

B-hml
0.20
0.27
0.33
0.33
0.19

Adj. R?
0.93
0.92
0.88
0.87
0.84

0.01
0.00
0.00
0.00
0.00

0.91
0.98
1.00
1.04
1.00

0.73
0.52
0.28
0.16
-0.14

0.30
0.38
0.43
0.42
0.41

0.91
0.92
0.89
0.88
0.88

0.01
0.01
0.00
0.00
0.00

0.99
1.09
111
1.16
1.07

0.76
0.61
0.38
0.18
-0.08

0.45
0.51
0.55
0.55
0.53

0.90
0.92
0.88
0.85
0.79

-2.47
-1.83
-1.32
0.42
-0.68

36.66
46.48
58.40
52.50
48.90

28.34
24.16
23.72

9.96
-10.31

-5.23
-8.49
-15.36
-11.53
-11.41

7.61 98 7.
7.58 077.
5.38 106.
495 53.38
1.80 161.

40.32.88
56.3%.96
59.39.83
49.39.41
53.2D.97

29.£3.36
20.@2.46
8.28 69 7.
7.76 04.5

-7.04 -6.00 -5.90 -2.39

2 3
t (Const.)
3.74 5.13
251 6.34
3.05 3.55
0.15 2.93
0.13 0.13
t(mkt)
34.40 47.83
44.97 43.58
41.13 36.13
37.05 40.07
53.27 39.14
t(smb)
22.73 33.81
17.84 14.38
7.53 6.65
3.50 3.04
t(hml)
1.38 9.10
2.94 7.61
3.37 7.67
3.63 7.82
2.70 6.68

12.624.87
13.48.97
11.95.24
13.89.77
14.58.26
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Panel C: Model #5

0.00
0.00
0.00
0.00
0.00

1.47
1.45
1.37
1.26
1.01

0.93
0.68
0.50
0.26
-0.19

-0.18
-0.23
-0.27
-0.26
-0.24

0.90
0.95
0.95
0.94
0.93

0.00
0.00
0.00
0.00
0.00

1.25
1.18
1.12
1.08
0.95

0.90
0.60
0.36
0.14
-0.16

0.04
0.10
0.13
0.15
0.08

0.92
0.93
0.90
0.88
0.90

3

Constant

0.00
0.00
0.00
0.00
0.00
B—mkt
1.09
1.04
0.98
0.98
0.85
B-smb
0.75
0.52
0.29
0.12
-0.16
B-hml
0.18
0.25
0.30
0.30
0.18
Adj. R?
0.93
0.92
0.88
0.87
0.84

0.01
0.00
0.00
0.00
0.00

1.01
0.99
0.92
0.92
0.79

0.70
0.49
0.27
0.16
-0.13

0.28
0.35
0.40
0.38
0.38

0.91
0.92
0.89
0.88
0.88

0.01
0.01
0.01
0.00
0.00

1.04
1.06
1.00
0.99
0.83

0.72
0.58
0.36
0.18
-0.07

0.41
0.47
0.50
0.50
0.48

0.90
0.92
0.88
0.85
0.79

-4.01
-3.85
-3.55
-0.87
-1.03

60.09
57.34
69.62
71.65
58.37

28.34
24.16
23.72

9.96
-10.31

-5.23
-8.49
-15.36
-11.53
-11.41

2.43
157
2.63
0.25
0.73

59.40
47.22
54.60
36.03
44.68

22.73
17.84
7.53
3.50
-7.04

1.38
2.94
3.37
3.63
2.70

3
t (Const.)
4.12
5.99
3.76
3.43
0.91
t(mkt)
52.86
48.44
40.51
43.07
32.27
t(smb)
33.81
14.38
6.65
3.04
-6.00
t(hml)
9.10
7.61
7.67
7.82
6.68

6.99 837.
7.66 317.
5.96 616.
555 844.
3.26 352.

47.757.69
51.1631.59
50.746.84
42.401.01
41.826.09

29.4%3.36
20.022.46
8.28 69 7.
776 045
590 -2.39

12.624.87
13.480.97
11.985.24
13.887.77
14.589.26
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TableV: Cross-Sectional Regressionswith the Fama-French Factors (42 Portfolios)

This Table is similar to Table Il and presents srssctional regressions using the excess returnd2on
portfolios, i.e. the 25 Fama-French portfolios edrby size and book-to-market and the 17 indusbryfgios
also complied by Fama-French. The full-sample fatd@adings, which are the independent variablesha
cross-sectional regressions, have been computitiéaseries simple regressions (for each of thper®olios)

in which the dependent variable is the excess metara given portfolio. The cross-section regresgama-
Machbeth) coefficients firows, “Coeff.”) are obtained by OLS. All the cdefénts but the constants have been
multiplied by 100 for readability. The t-statisticsave been corrected for both autocorrelation and
heteroskedasticity using the Newey-West estimattr four lags and appear ofi"zows (“t(NW)”). t-statistics
adjusted for errors-in-variables following Shank&B92) are shown on“rows (“¢(S)"). The last two columns
report the standard adjusted &d the R (“R*JW)”) as computed by Jagannathan and Wang (1996)lata
are monthly. The sample period is 1963:07 to 2007:1

Model #1 refers to the standard Fama-French traeif model. Model #2 replaces the SMB and HMLdext
by their innovations from a first-order VAR thatrtains the market, SMB and HML. Model #3 is a vatriaf
model #2 where the errors from the VAR have beemnabzed so as to have the same variance as thaeof
market innovations alone. Model #4 is also a var@nmodel #2 where the errors from the VAR haverbe
made orthogonal to the market. Model #5 is a vardmmodel #4 where the variance of errors from R
has been made equal to the variance of the market.

Constant Market SMB HML Adi.R R*(IW)

Model

#1 Coeff. 1.04 -0.55 0.20 0.35 0.52 0.56
t(NW) 452 -2.44 4.01 5.65
t(S) 4,55 -2.46 4.04 5.69

#2 Coeff. 1.05 -0.55 0.20 0.35 0.52 0.55
t(NW) 452 -2.45 4.03 5.52
t(S) 4,55 -2.47 4.06 5.56

#3 Coeff. 1.05 -0.55 0.28 0.52 0.52 0.55
t(NW) 4,52 -2.45 4.03 5.52
t(S) 4.55 -2.47 4.06 5.56

#4 Coeff. 1.05 -0.55 0.32 0.20 0.52 0.55
t(NW) 4,52 -2.45 4.29 2.36
t(S) 4.55 -2.47 4.32 2.38

#5 Coeff. 1.05 -0.55 0.32 0.20 0.52 0.55
t(NW) 452 -2.45 4.29 2.36
t(S) 4.55 -2.47 4.32 2.38

Table V: Dynamic Cross-Sectional Regressions with the Fama-French Factors (25 and 42 Portfolios)
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This Table presents the results of dynamic crossesel regressions using the excess returns o@5hHeama-
French (FF) portfolios sorted by size and book-tarkat (Panel A) and on 42 (25 FF plus 17 Indugiorifolios
(Panel B). The full-sample factor loadings, whicte ahe independent variables in the cross-sectional
regressions, have been computed in time-seriesssigns (for each of the 42 portfolios) in which trependent
variable is the excess return on a given portfoliee have used as explanatory variables the maxkgfofio,
and the SMB and HML factors or their innovationsnfra VAR (see Table Il for the definitions of moslétl to
#5). The sample period is 1963:07 to 2007:12 (5&#thly observations). Consequently, for each oftthe
sets (A and B) of portfolios, 534 cross sectiongehbeen performed, for t =1,..., 534, using OLS. Then
constant and the regression coefficients have baeh averaged over these 534 estimates. The ngsaitiss-
section coefficients appear off fows (“Coeff.”). All the coefficients but the caasits have been multiplied by
100. The (Fama-Macbeth) t-statistics of the variauerages are displayed off ®ws (“t(FM)”).

Panel A: 25 Fama-French portfolios

Constant Market SMB HML

Model
#1 Coeff. 1.23 -0.72  0.18 0.45
t(FM) 4.18 -2.07 1.29 354

#2 Coeff.  1.30  -0.79 0.19 0.45
t(FM) 440 225 1.32 351

#3 Coeff. 1.30  -0.79 0.26 0.68
t(FM) 440  -2.25 1.32 351

#4 Coeff. 130  -0.79 0.36 0.24
t(FM) 440  -2.25 230 1.69

#5 Coeff. 130  -0.79 0.52 0.40
tFM) 440  -2.25 230 1.69
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Table V: Dynamic Cross-Sectional Regressionswith the Fama-French Factors (25 and 42 Portfolios)
(Continued)

Panel B: 42 portfolios

Constant Market SMB HML

Model

#1 Coeff. 1.04 -0.55 0.20 0.35
t(FM) 3.96 -1.70 1.40 2.71

#2 Coeff. 1.05 -0.55 0.20 0.35
t(FM) 3.98 -1.71 1.43 2.68

#3 Coeff. 1.05 -0.55 0.28 0.52
t(FM) 3.98 -1.71 1.43 2.68

#4 Coeff. 1.05 -0.55 0.32 0.20
t(FM) 3.98 -1.71 2.17 1.44

#5 Coeff. 1.05 -0.55 0.47 0.33

tFM)  3.98  -1.71 217 1.44



TableVI: Summary Statisticsfor Four State Variables

Panel A reports various statistics for the levelsfaur state variables: the three-month Treasuty raie
(“Thill”), the term spread measured as the diffeebetween the ten-year (constant maturity) Trgasand
yield and the three-month Treasury bill rate (“T&nthe default spread measured as the differeeteden the
yield of a Baa-rated bond and that of an Aaa-rateat both having a constant 10 year maturity (“Dedhd the
dividend yield measured as the total dividends péidiuring the last 12 months divided by the atpréce of
the market portfolio (“Div”). “AR(1)” stands for thfirst-order auto-regression coefficient. Panekeports the
correlation matrix for the above four variablesl data are monthly, expressed in percent and aizegaland
cover the period 1963:07 to 2007:12 (534 obsermajio

Panel A

Mean
Median
Std. dev.
Max

Min
Skewness
Kurtosis
AR(2)

Panel B

Div
Thill
Term

Def

Div
2.99
2.95
1.09
5.82
1.06
0.15
2.26
0.99

Div
1.00
0.70
-0.22
0.55

Thill
5.74
5.20

2.71
16.30
0.88

1.10
4.99
0.98

Thill

1.00
-0.57
0.52

Term
0.82
0.72

1.13
3.29
-3.07
-0.02
2.77
0.97

Term

1.00
0.12

Def
1.00
0.90

0.42
2.69
0.32
1.27
4.79
0.97

Def

1.00
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TableVII: Correlations Between Innovationsin State Variablesand in SMB and HML Factors

This Table reports correlation coefficients for BB and HML factors and the four state variablefred in
Table VI. Innovations in each of the six variables/e been obtained from a first-order VAR thatudeld the
six variables plus the market portfolio, all laggete period, and normalized so as to exhibit timeseariance
as that of the innovations from the market alorendP A exhibits the correlation between one vadadnid its
own normalized innovation (column 2) or its own matized innovation made orthogonal to the
contemporaneous market excess return (column 8glMareports the correlation matrix for the innteas in
the above six variables. Panel C reports the @airoel matrix for the beforehand orthogonalized wat@ns in
the above six variables. All data are monthly, esped in percent and annualized, and cover thed2€63:07
to 2007:12 (534 observations).

Panel A: variablesand their own innovations

Innov. Orth. Innov.

SMB 0.96 0.92

HML 0.98 0.90

Div 0.06 0.06

Term 0.25 0.25

Def 0.24 0.23

Thill 0.18 0.17

Panel B: innovations
SMB HML Div Term Def Thill
SMB 1
HML -0.28 1
Div 0.03 0.08 1
Term 0.05 0.06 0.01 1
Def -0.02 0.03 0.03 0.20 1
Thill -0.04 -0.07 -0.02 -0.85 -0.29 1
Panel C: orthogonalized innovations
SMB HML Div Term Def Thill

SMB 1
HML -0.19 1
Div 0.02 0.10 1
Term 0.01 0.12 0.01 1
Def -0.05 0.06 0.03 0.19 1
Thill 0.01 -0.16 -0.02 -0.84 -0.29 1
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TableVIII: Cross-Sectional Regressionswith the Fama-French Factorsand Innovationsin the State
Variables (25 Portfolios)

This Table presents cross-sectional regressiong tise excess returns on the 25 Fama-French gogfebrted

by size and book-to-market. The full-sample fadt@adings, which are the independent variables éncifoss-
sectional regressions, have been computed in tériesssimple regressions (for each of the 25 pasHpin
which the dependent variable is the excess retara given portfolio (see Table 1X below). The crgsstion
regression (Fama-Macbeth) coefficient§' (dws, “Coeff.”) are obtained by OLS. All the cdefénts but the
constants have been multiplied by 100 for readgbiliThe t-statistics have been corrected for both
autocorrelation and heteroskedasticity using thevdyeWest estimator with four lags and appear Shr@ws
(“t(NW)"). t-statistics adjusted for errors-in-vatiles following Shanken (1992) are shown 8hr@ws (“¢(S)”).
The last two columns report the standard adjustedrid the R(“R%(JW)”) as computed by Jagannathan and
Wang (1996). All data are monthly. The sample pki$01963:07 to 2007:12.

Model #1 refers to the standard Fama-French traetif model and is the same as in Table Il. Model #
replaces the SMB and HML factors by their innovasidrom a first-order VAR that contains the marl&)B,
HML and the four state variables defined in Table &/l lagged one period. Model #3 is a variantaddel #2
where the errors from the VAR are orthogonal to tharket. Model #4 uses the market and the foue stat
variables expressed in levels. Models #5 and #6varants of model #4 where the four state varmthlave
been replaced by their innovations, and their @timalized (to the market) innovations, respectivilpdel #7
uses the market, the two Fama-French factors anibtlr state variables, all expressed in levelsd®&8 uses
the innovations from the VAR in all variables biietmarket. Model #9 is a variant of model #8 where
innovations are orthogonal to the market.
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Adj. R?
Model Const. Market SMB HML Div Term Def Thil R? w)

#1 Coeff. 1.23 -0.72  0.18 0.45 0.74 0.77
t(NwW) 3.03 -1.88 361 7.74
t(S) 3.09 -1.91 3.68 7.89

#2 Coeff. 1.30 -0.80 028 0.66 073  0.77
t(NW) 3.17 -2.03 394 7.19
{(S) 322 -206 400 7.31

#3 Coeff. 1.29 -0.78 052 0.40 074  0.77
t(NW) 3.15 -2.01 379 1.99
{(S) 320 -204 385 2.02

#4 Coeff. 0069 -0.10 0.13 1.66 008 -1.59 0.86 0.89
t(NW) 4.11  -0.59 0.46 838 079 -2.22
{(S) 240  -0.34 0.27 4.89 046 -1.30

#5 Coeff. 0.46  0.16 001 006 -0.02 -006 0.72 0.78
t(NW) 158  0.62 1.04 449 -1.43 -559
{(S) 0.87 0.34 -0.58 249 -0.79 -3.10

#6 Coeff. 0.48  0.13 001 006 -0.02 -006 0.73 0.79
tNW) 1.72 053 115 457 -1.38 -5.82
{(S) 0.95  0.30 -0.64 254 -0.77 -3.24

#7 Coeff. 058 -0.04 022 041 -0.041.23 008 -1.03 0.88  0.91

t(NwW) 1.57 -0.10 596 937 -0.144.12 0.77 -1.24
t(S) 1.19 -0.08 452 7.10 -0.103.13 0.58 -0.94

#8 Coeff. 1.19 -064 033 058 -0.030.03 0.01 -0.03 0.80 0.86
t(NW) 3.16 -1.74 482 6.91 -2.13193 0.47 -1.59
t(S) 2.52 -1.39 384 551 -1.70154 037 -1.27

#9 Coeff. 1.19 -064 051 037 -0.030.03 0.01 -0.03 0.80 0.86

t(NW) 3.14 -1.72 376 2.06 -221195 0.49 -1.63
t(S) 2.50 -1.37 300 164 -1.77156 039 -1.30
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Table|X: Loadingson the Market, the Fama-French Factorsand Innovationsin Four State Variables
from Time-Series Regressions (25 Portfolios)

This Table reports the loadings on the market pbaotf(“3-mkt”), and on the innovations in the SMB3(smb”)
and HML (‘B-hml”) factors and in the four state variables dedl in Table VI (B-div", “B-term”, “B-def”, “B-
tbill”) computed in time-series regressions for #eFama-French portfolios sorted by size and Hoeakarket.
All values are monthly excess returns compiledtfe period 1963:07 to 2007:12. These loadings dethé
cross-sectional models #7 (Panel A) and #9 ((PBhe¢ported in Table VIII. In addition to the coieféents, the
Table provides their t-statistics and the standafidsted R

Panel A: Model #7

Coeff.

Const.  [-mkt B-smb  B-hml B-div B-term  B-def  B-thill
SBM1 0.00 1.08 1.37 -0.32 0.00 -0.00 -0.00-0.00
SBM2 0.00 0.98 1.32 0.06 -0.00 0.00 -0.00 .000
SBM3 0.00 0.92 1.10 0.29 -0.00 -0.00 0.01 .000
SBM4 0.01 0.90 1.03 0.45 -0.00 0.00 0.00 000.
SBM5 0.00 0.97 1.08 0.68 -0.00 0.00 0.00 0.00
SBM6 -0.00 1.13 0.98 -0.40 0.00 0.00 0.00 0.00
SBM7 -0.00 1.03 0.87 0.17 0.00 0.00 0.00 0.00
SBM8 0.00 0.98 0.76 0.41 -0.00 -0.00 0.00 0.00
SBM9 -0.00 0.98 0.71 0.58 0.00 0.00 0.00 0.00
SBM10 -0.00 1.09 0.84 0.78 0.00 0.00 0.00 0.00
SBM11 -0.00 1.08 0.72 -0.46 0.00 0.00 0.00 0.00
SBM12 -0.00 1.05 0.51 0.21 0.00 -0.00 0.01-0.00
SBM13 0.00 1.02 0.42 0.49 0.00 0.00 0.00 0.00
SBM14 0.00 1.00 0.39 0.66 0.00 0.00 0.00 0.00
SBM15 0.00 1.11 0.53 0.83 0.00 0.00 0.00 0.00
SBM16 0.00 1.06 0.37 -0.45 -0.00 0.00 -0.000.00
SBM17 0.00 1.09 0.21 0.25 -0.00 0.00 0.01 00.0
SBM18 0.00 1.08 0.17 0.50 0.00 0.00 0.01 0.00
SBM19 0.01 1.04 0.21 0.63 0.00 0.00 0.00 0.00
SBM20 -0.00 1.16 0.24 0.83 0.00 -0.00 0.00-0.00
SBM21 0.00 0.96 -0.26 -0.39 -0.00 0.00 -0.00 0.00
SBM22 0.00 1.00 0.00 0.14 -0.00 -0.00 0.00 0.00
SBM23 0.00 0.99 -0.23 0.30 0.00 -0.00 -0.00-0.00
SBM24 0.00 1.01 -0.20 0.62 0.00 -0.00 0.00 0.00
SBM25 0.00 1.07 -0.10 0.79 0.00 0.00 0.00 0.00
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SBM1
SBM2
SBM3
SBM4
SBM5
SBM6
SBM7
SBM8
SBM9
SBM10
SBM11
SBM12
SBM13
SBM14
SBM15
SBM16
SBM17
SBM18
SBM19
SBM20
SBM21
SBM22
SBM23
SBM24
SBM25

t(NW)
Const.
0.64
1.52
0.63
2.13
1.93
-0.31
-0.91
0.72
-0.78
-0.39
-1.35
-0.78
0.32
-0.01
0.00
0.45
0.14
0.26
1.90
-0.62
1.26
0.00
0.57
0.38
-0.51

3-mkt
37.43
39.04
54.57
46.41
46.39
48.65
52.13
47.94
61.32
59.57
52.04
40.52
36.01
58.21
38.49
51.03
36.57
39.14
43.07
37.62
48.30
52.43
39.78
54.93
29.55

B-smb
34.05
24.95
39.95
35.75
26.99
28.37
20.38
16.22
23.56
26.81
26.63

841
7.10
9.62
8.24
9.75
3.75
3.12
7.45
4.49
-9.42
-6.90
-6.43
-6.88
-2.23

B-hm
-6.24
1.22
10.13
14.86
17.98
-9.86
2.97
7.29
13.40
24.40
-15.14
3.16
7.75
11.52
15.73
-11.81
3.64
7.84
13.32
16.60
-11.29
2.78
6.59
14.34
18.95

B-div

0.77
-2.05
-2.72
-3.12
-0.59
0.94
0.00
-0.20
0.11
0.64
0.47
0.54
0.33
1.27
-0.35
-1.35
-0.51
0.23
0.51
0.63
-1.46
-0.84
0.39
0.86
-0.72

B-term
-3.51
0.11
-0.28
0.12

0.18
-2.69
-1.82

-0.14

0.23

0.20
-0.12
-1.40
-1.65
-1.75

0.24

0.59
-1.59
-2.13
-2.84
-0.97

1.01
-0.52
-0.94
-3.34
0.18

B-def
-0.47
-0.61

B-thil
-1.22
1.59
0.50
0.42
-1.53
840.
-0.50
-0.56
0.31

2.66
1.82
1.06
-0.01
191
0.71
0.66
-1.60 80.8
0.24 270.
3.21-1.78
1.73 -1.74
2.13 427
-1.02 1.26
-0.111.59
2.97 -1.67
2.61 -2.30
1.99 -3.06
0.44-0.50
50.7 1.60
1.84-0.28
-0.51-0.60
150 *1.7
-0.67 171.

Adj. R?

0.92
0.94
0.95
0.94
0.94
0.95
0.94
0.93
0.93
0.94
0.95
0.90
0.89
0.90
0.89
0.94
0.88
0.88
0.88
0.86
0.93
0.90
0.84
0.88
0.79
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Panel B: Model #9

SBM1
SBM2
SBM3
SBM4
SBM5
SBM6
SBM7
SBM8
SBM9
SBM10
SBM11
SBM12
SBM13
SBM14
SBM15
SBM16
SBM17
SBM18
SBM19
SBM20
SBM21
SBM22
SBM23
SBM24
SBM25

Coeff.
Const.
-0.00
0.00
0.00
0.01
0.01
-0.00
0.00
0.00
0.00
0.01
-0.00
0.00
0.00
0.00
0.01
-0.00
0.00
0.00
0.00
0.00
-0.00
0.00
0.00
0.00
0.00

3-mkt
1.47
1.25
1.09
1.01
1.04
1.45
1.18
1.04
0.99
1.06
1.37
1.12
0.98
0.92
1.00
1.26
1.08
0.98
0.92
0.99
1.01
1.00
0.85
0.79
0.83

B-smb
0.94
0.92
0.77
0.71
0.73
0.69
0.61
0.53
0.50
0.58
0.51
0.36
0.29
0.27
0.37
0.27
0.14
0.12
0.16
0.18
-0.19
0.00
-0.16
-0.14
-0.07

B-hml
-0.19
0.04
0.18
0.28
0.41
-0.23
0.10
0.25
0.35
0.48
-0.28
0.13
0.30
0.40
0.52
-0.27
0.15
0.31
0.39
0.51
-0.24
0.08
0.19
0.39
0.49

B-div
0.07
0.03
0.00
0.01
0.05
0.02
0.00
-0.03
0.00
0.01
0.01
0.00
-0.02
-0.01
-0.04
-0.00
0.01
0.00
0.00
0.00
-0.01
0.01
0.02
0.03
0.00

B-term
0.08
0.02
-0.01
0.01
0.11
0.01
-0.05
-0.04
-0.04
0.00
-0.02
-0.09
-0.06
-0.01
0.04
0.02
-0.03
-0.03
0.00
-0.01
0.01
-0.04
0.00
-0.01
-0.01

B-def  B-thill
-0.02 .110
-0.02  40.0
-0.00 .0%0
001 001
0.00 0.2
0.03  0.06
002 -0.04
-0.00 0.03
0.01  -0.05
0.0l  0.02
0.01  0.00
0.02 .080
0.01 060.
0.03  -0.02
0.02  0.06
0.01 0.01
0.04 10.0
0.03  -0.03
0.03  -0.02
0.00 .0%0
-0.010.02
0.03  0.00
0.02 030.
001 0.2
0.01  0.02
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SBM1
SBM2
SBM3
SBM4
SBM5
SBM6
SBM7
SBMS8
SBM9
SBM10
SBM11
SBM12
SBM13
SBM14
SBM15
SBM16
SBM17
SBM18
SBM19
SBM20
SBM21
SBM22
SBM23
SBM24
SBM25

t(NW)
Const.
-3.70
2.45
4.08
6.98
7.46
-3.42
1.52
5.96
7.43
7.15
-3.24
2.59
3.77
5.95
6.63
-0.89
0.26
3.46
5.76
4.81
-1.02
0.73
0.92
3.29
2.28

B-mkt
58.81
59.47
52.41
47.11
57.78
57.90
48.73
49.67
50.70
62.50
68.54
55.41
41.70
51.62
47.36
72.60
36.50
43.80
43.00
41.18
57.48
45.00
32.76
41.94
25.99

B-smb
28.55
23.61
35.76
30.06
23.44
24.33
17.22
13.45
18.73
22.38
23.18

7.51
6.58
8.01
7.62
9.87
3.56
3.07
7.70
4.32
-10.13
-6.64
-5.96
-6.15
-2.26

B-hml
-5.16
1.27
9.38
12.48
14.71
-9.26
2.94
7.68
12.69
20.67
-14.14
3.31
7.53
11.46
15.13
-11.90
3.50
7.63
13.05
17.12
-11.08
2.56
7.37
14.67
18.84

B-div
1.39
0.73
0.05
0.57
1.47
0.83

-0.18
-1.06
0.13
0.35
0.70
0.08
-0.79
-0.28
-1.83
-0.09
0.27
0.19
0.07
0.12
-1.16
0.64
1.01
1.97
-0.18

B-term  B-def B-tbill
1.36 -0.592.09
0.52 -1.06 051.
-0.25 -0.050.17
0.24 0.28 390.
2.63 -0.17 3.08
0.22 1.49 1.80
-1.62 1.05 -1.35
-1.13 -0.281.01
-1.15 0.63 -1.44
0.12 -0.60 0.72
-0.45 0.38 140.
-2.25 112 871
-1.73 0.55 -1.91
-0.14 2.07 -0.48
1.12 0.61 1.71
0.72 0.640.30
-0.78 1.98 -0.34
-0.77 1.12 -0.75
0.00 1.90 -0.54
-0.33 0.120.29
0.32 780. 0.78
-1.03 1.50 .390
0.10 0.84 790.
-0.23 0.53 0.64
-0.12 -0.44 004

Adj. R?

0.90
0.92
0.93
0.91
0.90
0.94
0.93
0.92
0.92
0.92
0.94
0.90
0.88
0.89
0.88
0.94
0.88
0.88
0.88
0.85
0.93
0.90
0.84
0.88
0.79
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Table X: Cross-Sectional Regressionswith the Fama-French Factorsand Innovationsin the State
Variables (42 Portfolios)

This Table is exactly the same as Table VIII exdbgpt it uses the 17 Industry portfolios listedTiable | in
addition to the 25 Fama-French portfolios sortedizg and book-to-market.

Model #1 refers to the standard Fama-French traetif model and is the same as in Table IV. Model #
replaces the SMB and HML factors by their innovasidrom a first-order VAR that contains the marl&V|B,
HML and the four state variables defined in Table &ll lagged one period. Model #3 is a variannwidel #2
where the errors from the VAR are orthogonal to mn@rket. Model #4 uses the market and the foue stat
variables expressed in levels. Models #5 and #6varants of model #4 where the four state varmthlave
been replaced by their innovations, and their @timalized (to the market) innovations, respectivilpdel #7
uses the market, the two Fama-French factors anébtir state variables, all expressed in levelsd®l&8 uses
the innovations from the VAR in all variables bitetmarket. Model #9 is a variant of model #8 where
innovations are orthogonal to the market.
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#1

#2

#3

#4

#5

#6

#7

#8

#9

Coeff.

t{(NW)
t(S)

Coeff.

t(NW)
«(S)

Coeff.

t(NW)
«(S)

Coeff.

t{(NW)
t(S)

Coeff.

t{(NW)
t(S)

Coeff.

t(NW)
«(S)

Coeff.

t(NW)
«(S)

Coeff.

t{(NW)
t(S)

Coeff.

t{(NW)
t(S)

Const.

1.04
4.52
4.55

1.06
4.58
4.62

1.05
4.53
4.56

0.89
4.40
3.47

0.27
1.26
0.86

0.29
1.38
0.94

1.06
4.46
4.44

0.98
4.31
3.22

0.99
4.35
3.24

Market
-0.55
-2.44
-2.46

-0.56
-2.50
-2.52

-0.55
-2.46
-2.47

-0.29
-1.48
-1.17

0.29
1.44
0.98

0.27
1.37
0.94

-0.55
-2.42
-2.41

-0.48
-2.16
-1.61

-0.49
-2.19
-1.63

SMB HML
0.20 0.35
4.01 5.65
4.04 5.69

0.30 0.51
4.16 5.38
4.19 5.42

0.47 0.33
4.34 2.39
4.37 2.41

0.19 0.37
3.76 5.69
3.75 5.67

0.36 0.50
591 6.35
4.42 4.75

0.52 0.34
5.09 2.69
3.80 2.01

Div

-0.15
-0.54
-0.43

0.00
0.27
0.18

0.00
0.10
0.07

-0.29
-1.26
-1.26

-0.04
-3.69
-2.76

-0.04
-3.75
-2.80

Term

0.83
3.15
2.48

0.05
4.85
3.33

0.05
4.93
3.37

0.18
0.67
0.67

0.02
1.57
1.17

0.02
1.57
1.17

Def

-0.10
-1.01
-0.80

0.01
0.87
0.60

0.01
0.93
0.63

-0.08
-1.04
-1.03

0.02
2.65
1.98

0.02
2.72
2.03

Adj. R?

Thill

-1.69
-2.53
-1.99

-0.04
-5.08
-3.48

-0.04
-5.22
-3.56

-0.34
-0.55
-0.55

-0.01
-1.03
-0.77

-0.01
-1.06
-0.79

R°  (w)
0.52 0.56

0.52 0.56

0.52 0.56

20.20.32

0.44510

0.45510

0.52.60

0.68.74

0.68.74
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Table XI: Loadings on the M arket, the Fama-French Factorsand Innovationsin the State Variables from
Time-Series Regressions (17 Industry Portfolios)

This Table is similar to Table IX and reports tlwadings on the market portfolio f*mkt”), and on the
innovations in the SMB (3-smb”) and HML (B-hml”) factors and in the four state variables defl in Table
VI (“B-div", “B-term”, “B-def”, “B-tbill") computed in time-series regressions for ihdustry portfolios. All
values are monthly excess returns compiled fop#réod 1963:07 to 2007:12. These loadings led ¢octioss-
sectional models #7 (Panel A) and #9 ((Panel Byntepl in Table X. In addition to the coefficientse Table
provides their t-statistics and the standard aelflist.
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Panel A: Model #7

Coeff.

Const. B-mkt  B-smb B-hml B-div B-term  B-def B-tbill
Food -0.01 0.84 -0.16 0.18 -0.00 0.00 0.00 .000
Mines 0.02 0.92 0.42 0.31 0.00 -0.01 0.02 .0%0
oil 0.01 0.92 -0.24 0.30 0.00 -0.00 0.00  0eo0.
Cloths -0.01 1.10 0.42 0.51 0.00 -0.00 0.01 -0.00
Durables -0.01 1.00 0.07 0.11 0.00 0.00 0.00 .000
Chemicals -0.00 1.09 -0.10 0.35 0.00 0.00 0.01 00.0
Consumption 0.00 0.84 -0.39 -0.16 0.00 0.00 0.00 .000
Construction -0.00 1.22 0.24 0.34 0.00 -0.00 0.00 -0.00
Steel 0.01 1.25 0.39 0.36 -0.00 0.00 0.00 0.00
FabPr -0.00 1.02 0.18 0.34 0.00 0.00 0.00 0.00
Machinery 0.01 1.11 0.18 -0.48 0.00 0.00 0.00 0.00
Cars -0.01 1.13 0.07 0.58 -0.00 0.00 0.01 .000
Transports -0.00 1.16 0.16 0.43 0.00 0.00 0.00 0.00
Utilities -0.00 0.71 -0.17 0.55 0.00 0.00 0.01 ®.0
Retall -0.01 1.03 0.05 0.11 0.00 0.00 0.01 0.00
Finance -0.00 1.16 -0.10 0.42 -0.00 0.00 0.00 0.00
Others -0.00 1.00 0.06 -0.16 -0.00 0.00 0.00 .000

t(NW) Adj. R?

Const. (B-mkt f-smb B-hml B-div B-term p-def B-thill
Food -1.62 18.14 -2.68 2.18 -0.28 0.82 1.07 0.95 0.59
Mines 275 1419 5.09 2.74 0.07 -3.47 2.01 -3.45 0.40
oil 1.89 1787 -3.21 3.12 0.45 -1.58 0.04 -1.34 0.46
Cloths -1.75 16.51 2.70 3.89 0.71 -1.23 3.01 -1.60 0.70
Durables -0.92 2642 111 1.29 0.31 0.41 0.84 -0.64 0.71
Chemicals -0.11 28.72 -196 4.38 0.04 -0.67 1.54 -1.29 0.70
Consumption 0.80 1853 -7.05 -1.53 -0.31 -0.39 -0.51 1.01 0.60
Construction -0.45 3286  3.67 5.02 0.78 -1.04 1.02 -1.63 0.81
Steel 191 2155 6.60 334 -152 -1.35 -0.48 0.13 0.63
FabPr -0.05 21.88 1.59 3.40 0.74 -0.37 0.18 -1.10 0.71
Machinery 2.17 2322 3.38 -5.44  -0.83 -0.06 -0.62  -0.12 0.79
Cars -1.21 2237 0.95 6.17 -0.13 0.41 1.47 -0.72 0.60
Transports -0.71 27.01 1.94 4.25 0.72 -0.53 0.64 -0.98 0.72
Utilities -0.60 16.74 -3.41 8.04 0.05 -0.84 152 -0.83 0.49
Retalil -1.19 19.83 0.55 1.15 -0.69 -0.39 3.00 -0.21 0.67
Finance -0.84 3144 -151 6.73 -0.80 0.50 0.25 0.95 0.80
Others -1.80 54.00 2.32 -4.09 -0.10 1.12 -0.50 1.80 0.92
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Panel B: Model #9

Coeff.
Const.
Food 0.00
Mines 0.00
Qil 0.00
Cloths 0.00
Durables -0.00
Chemicals 0.00
Consumption 0.00
Construction -0.00
Steel -0.00
FabPr 0.00
Machinery -0.00
Cars -0.00
Transports 0.00
Utilities 0.00
Retail 0.00
Finance 0.00
Others -0.00
t(NW)
Const.  B-mkt
Food 2.24 14.84
Mines 1.24 14.79
Qil 2.07 16.43
Cloths 0.24 24.35
Durables -1.12  26.74
Chemicals 0.19 26.37
Consumption 2.15 14.48
Construction -0.42 39.01
Steel -0.70 21.50
FabPr 0.47 32.48
Machinery -0.20 27.08
Cars -0.42 21.77
Transports 0.39 26.07
Utilities 1.32 13.87
Retail 0.66 23.05
Finance 0.96 32.98
Others -1.17 53.66

B-mkt  B-smb
0.76 -0.11
0.95 0.29
0.78 -0.16
1.08 0.28
1.00 0.03
0.98 -0.07
0.78 -0.27
1.19 0.17
1.22 0.28
0.97 0.11
1.27 0.12
1.01 0.03
1.08 0.11
0.53 -0.10
1.02 0.03
1.02 -0.06
1.05 0.05
B-smb  B-hml
-2.46 2.00
4.50 2.79
-2.93 3.13

2.43 3.91
0.64 1.26
-1.60 4.01
-6.78 -1.60
3.46 5.06
6.33 3.68
1.36 3.72
2.88 -5.24
0.53 6.33
1.72 4.41
-2.97 7.82
0.40 0.95
-1.45 6.44
2.39 -4.05

B-hm
0.11
0.20

0.20
0.31
0.06
0.22
-0.11
0.20
0.24
0.22
-0.28
0.37
0.27
0.34
0.06
0.25
-0.10

B-div
0.36
-0.93
-0.65
0.47
0.16
-0.34
-0.32
-0.33
-0.91
0.05
-0.74
0.68
0.07
1.46
0.20
-0.23
1.89

B-div B-term  B-def B-thill
0.01 0.02 0.04 020.
-0.06 0.03 -0.11 0.03
-0.03 0.09 0.02 20.1
0.02 -0.06 0.02 .000
0.01 0.02 0.00 .060
-0.01 0.02 -0.03 010.
-0.01 -0.06 0.01 -0.06
-0.01 -0.12 0.02 -0.12
-0.04 0.08 -0.14 100.
0.00 0.13 -0.01 0.16
-0.02 0.15 -0.05 .160
0.04 -0.06 -0.03 .030
0.00 0.04 0.03 0.09
0.05 -0.09 0.05 10.
0.01 -0.01 0.03 -0.04
-0.01 -0.07 0.07 -0.05
0.03 0.00 0.01 O010.

Adj. R?
B-term  B-def B-thill
0.26 1.26 -0.35 0.58
0.28 -2.03 -0.25 0.39
1.06 0.31 1.38 0.46
-0.91 0.50 0.00 0.68
0.43 -0.03 1.4 0.71
0.30 -0.71 0.21 0.70
-0.84 0.38 -0.90 0.59
-2.17 0.54 -2.51 0.81
0.98 -3.49 1.16 0.64
2.47 -0.46 3.11 0.71
2.47 -2.08 2.83 0.80
-0.62 -0.78 0.33 0.60
0.70 0.86 1.46 0.72

-1.43 1.75 -2.16 0.51

-0.15 0.93 -0.61 0.66

-1.39 3.11 -0.97 0.80

0.01 0.97 0.22 0.92
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Table XI1: Dynamic Cross-Sectional Regressionswith the Fama-French Factorsand Innovationsin the

State Variables (25 and 42 Portfolios)

This Table presents the results of dynamic crostesel regressions using the excess returns o23heama-
French (FF) portfolios sorted by size and book-trkat (Panel A) and on 42 (25 FF plus 17 indugior}folios
(Panel B). The full-sample factor loadings, whicte ahe independent variables in the cross-sectional
regressions, have been computed in time-seriesssigns (for each of the 42 portfolios) in which trependent
variable is the excess return on a given portfdN@. have used as explanatory variables the madt#dbfio, the
SMB and HML factors and/or the four state variatdefined in Table VI or their innovations from asftorder
VAR (see Table VIl for the definitions of modeld #o #9). The sample period is 1963:07 to 2007324 (
monthly observations). Consequently, for each eftthio sets (A and B) of portfolios, 534 cross seihave
been performed, for t =1,..., 534, using OLS. Thendhnstant and the regression coefficients havie been
averaged over these 534 estimates. The resultosg-&ection coefficients appear chraws (“Coeff.”). All the
coefficients but the constants have been multipligd100. The (Fama-Macbeth) t-statistics of theiotesr
averages are displayed ol Bws (“t(FM)”).

Panel A: 25 Fama-French portfolios

#1

#2

#3

#4

#5

#6

#H1

#8

#9

Coeff.
t(FM)

Coeff.
t(FM)

Coeff.
t(FM)

Coeff.
t(FM)

Coeff.
t(FM)

Coeff.
t(FM)

Coeff.
t(FM)

Coeff.
t(FM)

Coeff.
t(FM)

Constant

1.23
4.18

1.30
4.47

1.29
4.42

0.69
1.70

0.46
1.35

0.48
1.43

0.58
1.75

1.19
3.74

1.19
3.73

Market
-0.72
-2.07

-0.80
-2.29

-0.78
-2.25

-0.10
-0.22

0.16
0.40

0.13
0.34

-0.04
-0.09

-0.64
-1.72

-0.64
-1.71

SMB
0.18
1.29

0.28
1.42

0.52
2.32

0.22
153

0.33
1.70

0.51
231

HML  Div

0.45

3.54

0.66

3.43

0.40

1.73
0.13
0.39
-0.01
-1.44
-0.01
-1.59

041  -0.04

321  -0.15

0.58  -0.03

3.00 -3.08

0.37  -0.03

1.62  -3.17

Term

1.66
4.54

0.06
5.30

0.06
5.38

1.23
4.53

0.03
2.86

0.03
291

Def

0.08
0.72

-0.02
-1.50

-0.02
-1.43

Thill

-1.59
-1.55

-0.06
-4.99

-0.06
-5.13

80.0 -1.03
0.76 -1.69

10.0 -0.03
0.62-2.28

10.0 -0.03
0.64 -2.36
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Panel B: 42 portfolios

#1

#2

#3

#4

#5

#6

#H1

#8

#9

Coeff.

t(FM)

Coeff.

t(FM)

Coeff.

t(FM)

Coeff.

t(FM)

Coeff.

t(FM)

Coeff.

t(FM)

Coeff.

t(FM)

Coeff.

t(FM)

Coeff.

t(FM)

Constant
1.04
3.96

1.06
4.02

1.05
3.98

0.89
3.10

0.27
0.86

0.29
0.92

1.06
3.92

0.98
3.70

0.99
3.72

Market
-0.55
-1.70

-0.56
-1.74

-0.55
-1.71

-0.29
-0.85

0.29
0.79

0.27
0.74

-0.55
-1.68

-0.48
-1.49

-0.49
-1.51

SMB
0.20
1.40

0.30
151

0.47
2.19

0.19
1.36

0.36
1.86

0.52
2.43

HML Div

0.35

2.71

0.51

2.62

0.33

1.46
-0.15
-0.55
0.00
0.20
0.00
0.08

0.37 -0.29

2.89 -1.12

0.50 -0.04

2.59 -3.62

0.34 -0.04

1.52 -3.71

Term

0.83
3.08

0.05
4.89

0.05
4.95

0.18
0.74

0.02
1.73

0.02
1.76

Def Thill

-0.10 -1.69
-1.04 -2.26

0.01 -0.04
0.76 -4.64

0.01 -0.04
0.80 -4.71

080. -0.34
-0.86-0.53

20.0 -0.01
1.80-1.06

20.0 -0.01
1.83-1.09
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Table XI1I: Correlations Between the SMB and HM L Factorsand the Modified Innovationsin State

Variables

This Table reports correlations for the SMB and HN#Hctors (expressed in levels) and contemporaneous
innovations in the four state variables defined @ble VI. Innovations in each of the four variables/e been
obtained from a first-order VAR that included thdsar variablesonly. The correlation matrix is exhibited in
Panel A. Panel B reports the correlation matrix nvttee innovations in the state variables are odhagto the
market. All data are monthly, expressed in pereadtannualized, and cover the period 1963:07 td:2Q0(534

observations).

Panel A: levelsand innovations

SMB
HML
Div
Term
Def
Thill

Panel B: levels and orthogonalized innovations

SMB
HML
Div
Term
Def
Thill

SMB
1
-0.28
-0.23
0.01
-0.15
0.05

SMB
1
-0.28
0.07
0.02
-0.12
0.04

HML

1
0.31
0.09
-0.01
-0.11

HML

-0.10

0.07
-0.05
-0.09

Div

0.03
0.10
-0.05

Div

0.00
0.04
-0.02

Term

0.19
-0.85

Term

0.19
-0.85

Def

-0.29

Def

-0.29

Thill

Thill
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Table X1V: Cross-Sectional Regressionswith Fama-French Factorsand Modified Innovationsin the State
Variables (25 and 42 Portfolios)

This Table presents cross-sectional regressiomgy ke excess returns on the 25 Fama-French (Fplims
sorted by size and book-to-market (Panel A) and®125 FF plus 17 industry) portfolios (Panel BheTfull-
sample factor loadings, which are the independemtables in the cross-sectional regressions, haenb
computed in time-series simple regressions (foh edi¢he 42 portfolios) in which the dependent abke is the
excess return on a given portfolio. The cross-saategression (Fama-Macbeth) coefficientSrdws, “Coeff.”)

are obtained by OLS. All the coefficients but tlenstants have been multiplied by 100 for readabilihe t-
statistics have been corrected for both autocdioelaand heteroskedasticity using the Newey-Wesmasor
with four lags and appear ofi®2ows (“t(NW)"). t-statistics adjusted for errons-variables following Shanken
(1992) are shown on'Brows (“t(S)"). The last two columns report the rstard adjusted Rand the R
(“R?(JW)") as computed by Jagannathan and Wang (199i&)ata are monthly. The sample period is 1963:07
to 2007:12.

The SMB and HML factors are expressed in levels] amovations in the four state variables, whether
orthogonalized or not, are obtained from a firstesr VAR process that included these four varialoely.
Model #5* uses the market and the innovations @nfthur state variables. Model #6* is a variant afdel #5*
where the innovations are orthogonal to the markikidel #8* uses the market and the two Fama-French
factors, expressed in levels, and the innovatiarthé four state variables. Model #9* is a variahimodel #8*
where these innovations are orthogonal to the marke

Panel A: 25 Fama-French portfolios

Const. Market SMB HML Div Term Def Thill Algzj R? (JW)

#5*  Coeff 0.01 0.00 0.01 0.19 -0.06 -0.21 0.80 840.
t(FM) 3.08 -1.49 0.21 332 -450 -255
t(Js) 241 -1.17 0.17 260 -3.53 -2.00

#6* Coeff 0.01 0.00 -0.01 0.19 -0.06 -0.21 0.80 .840
t(FM) 3.08 -1.49 -0.36 331 -462 -252
t(Js) 241 -1.17 -0.28 259 -3.62 -1.98

#8* Coeff 0.01 -0.01 0.00 000 0.01 0.18 -0.02 60.20.80 0.86
t(FM) 3.23 -204 445 744 035 264 -0.58 -2.82
t(JS) 2.98 -1.88 411 687 033 244 -053 -261

#9*  Coeff 0.01 -0.01 0.00 0.00 -0.01 0.18 -0.02 280. 0.80 0.86

t(FM) 3.23 -204 445 744 -065 262 -0.63 -2.79
t(JS) 2.98 -1.88 411 6.87 -060 242 -0.58 -2.57
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Panel B: 42 portfolios

#5*

#6*

#8*

#O*

Coeff.
t(NW)
%(S)

Coeff.
t(NW)
(S)

Coeff.
t(NW)
t(S)

Coeff.
t(NW)
%(S)

Const.

0.57
271
2.20

0.57
271
2.20

0.72
2.51
2.38

0.72
2.51
2.38

Market
-0.07
-0.37
-0.30

-0.07
-0.37
-0.30

-0.24
-0.86
-0.81

-0.24
-0.86
-0.81

SMB HML
0.23 0.33
445 526
422 498
0.23 0.33
445 526
422 498

Div. Term
-0.01 0.12
-1.01 2.15
-0.82 1.75

-0.02 0.12
-1.83 2.15
-1.49 1.75

-0.010.10
-0.331.71
-0.311.62

-0.010.10
-1.36 1.69
-1.291.61

Def
-0.06
-3.98
-3.24

-0.06
-3.99
-3.24

-0.03
-1.09
-1.03

-0.03
-1.12
-1.06

Thill
-0.15
-2.21
-1.80

-0.15
-2.20
-1.79

-0.13
-1.72
-1.63

-0.13
-1.70
-1.61

Adi.

0.55

0.55

0.54

0.54

w)
0.60

0.60

0.62

0.62
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Table XV: Dynamic Cross-Sectional Regressionswith the Fama-French Factorsand M odified Innovations
in the State Variables (25 and 42 Portfolios)

This Table is similar to Table Xl and presents tlesults of dynamic cross-sectional regressionsgusie
excess returns on the 25 Fama-French (FF) porsfsiioted by size and book-to-market (Panel A) and2(25
FF plus 17 industry) portfolios (Panel B). The fsdimple factor loadings, which are the independariables in
the cross-sectional regressions, have been computade-series regressions (for each of the 42f@lays) in
which the dependent variable is the excess retura given portfolio. We have used as explanatoriakes the
market portfolio, the SMB and HML factors (expradse levels) and/or the innovations in the statdaldes
(defined in Table VI) from a first-order VAR procethat included these state variables only (se¢eTélv for
the definitions of the ensuing four starred modeld)e sample period is 1963:07 to 2007:12 (534 hignt
observations). Consequently, for each of the twis & and B) of portfolios, 534 cross sections haeen
performed, for t =1,..., 534, using OLS. Then the stant and the regression coefficients have each bee
averaged over these 534 estimates. The resultosg-&ection coefficients appear chraws (“Coeff.”). All the
coefficients but the constants have been multipligd100. The (Fama-Macbeth) t-statistics of theioter
averages are displayed ol Bws (“t(FM)”).

Panel A: 25 Fama-French portfolios

Const. Market SMB HML Div Term Def Thill

#5*  Coeff 0.93 -0.43 0.01 0.19 -0.06 -0.21
t(FM) 3.15 -1.23 0.31 2.83 -2.41 -2.43
#6*  Coeff 0.93 -0.43 -0.01 0.19 -0.06 -0.21
t(FM) 3.15 -1.23 -0.51 2.82 -2.47 -2.40
#8*  Coeff 1.26 -0.77 0.22 0.42 0.01 0.18 20.0 -0.26
t(FM) 4.17 -2.17 1.57 3.26 0.52 2.42 -1.02-2.98
#9*  Coeff 1.26 -0.77 0.22 0.42 -0.01 0.18 0. -0.25
t(FM) 4.17 -2.17 1.57 3.26 -1.01 2.40 -1.11-2.93

Panel B: 42 portfolios

Const. Market SMB  HML Div Term Def Thill

#5*  Coeff 0.57 -0.07 -0.01 0.12 -0.06 -0.15
t(FM) 1.83 -0.20 -0.80 2.15 -2.56 -2.12
#6*  Coeff 0.57 -0.07 -0.02 0.12 -0.06 -0.15
t(FM) 1.83 -0.20 -1.68 2.14 -2.59 -2.10
#8*  Coeff 0.72 -0.24 0.23 0.33 -0.01 0.10 030. -0.13
t(FM) 2.86 -0.74 1.60 2.52 -0.34 1.77 -1.30-1.81

#9*  Coeff 0.72 -0.24 0.23 0.33 -0.01 0.10 0. -0.13
t(FM) 2.86 -0.74 1.60 2.52 -1.35 1.76 -1.33-1.79
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Table XVI: Cross-Sectional Regressions for Conditional M odels (42 Portfolios)

This Table presents cross-sectional regressiong tise excess returns on the 25 Fama-French gogfebrted
by size and book-to-market plus the 17 industrytfptios. The full-sample factor loadings, which atee
independent variables in the cross-sectional regres, have been computed in time-series simpleessgpns
(for each of the 42 portfolios) in which the depentvariable is the excess return on a given pastftn these
time-series regressions, betas which are time-wgrgepend linearly on the four state variablesndefiin Table
VI (“Div", “Thill", “Term” and “Def”) that are here used as predictors. The cross-section regresfiamg-
Macbeth) coefficients are obtained by OLS and theitiplied by 100 (column “Coeff.”). The t-statict are
corrected for autocorrelation and heteroskedagticsing the Newey-West estimator with four lags apgear
on column “t(NW)”". The t-statistics adjusted foras-in-variables following Shanken (1992) are shown
column “t(S)". The last two rows report the starladjusted Rand the R as computed by Jagannathan and
Wang (1996). All data are monthly. The sample pki$01963:07 to 2007:12.

Model #A is a conditional version of the Fama-FieBefactor model in which all three loadings (o Market,
the SMB and the HML factors) are time-varying argpend on the four predictors. Model #B is a coodél
version of the 4-state-variable model in whichfalr loadings (on “Div”, “Thill", “Term” and “Def”) are time-
varying and depend on the four predictors. Modelggtbines the two previous models and is therefore
conditional model in which all seven loadings (be Market, SMB, HML, “Div", “Tbill", “Term” and “D&")
are time-varying and depend on the four predictors.

M odel M odel M odel |
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Constant

mkt
mkt*div
mkt*thill
mkt*term
mkt*def

smb
smb*div
smb*tbill
smb*term
smb*def

hml
hml*div
hml*tbill
hml*term
hml*def

div
div*div
div*thill
div*term
div*def

thill
thill*div
thill*thill
tbill*term
tbill*def

term
term*div
term*thill
term*term
term*def

def
def*div
def*thill
def*term
def*def

Adj. R?
R? (JW)

Coeff.

0.86

-0.31
0.00
0.01
-0.01
0.00

0.52
-0.01
-0.01

0.00

0.00

0.45
0.01
0.05

0.01
0.01

0.49
0.68

H#A
t(NW)

2.40

-0.88
-0.14
0.68

-0.64
-0.87

3.22
-0.74
-0.81

0.39

0.22

2.06
1.47
1.84
0.88
1.61

{(JS)
2.09

-0.77
-0.12
0.59

-0.56
-0.76

2.81
-0.64
-0.71

0.34

0.19

1.80
1.28
1.60

0.77
1.41

Coeff.

0.67

-0.03
0.00
0.00
0.00
0.00

-0.02
0.00
0.00
0.00
0.00

0.02
0.00
0.00
0.00
0.00

0.04
0.00
0.00

0.00
0.00

0.54
0.76

4B
t(NW)

2.54

-1.37
-1.58
-1.38
0.95
-1.86

-1.50
-0.55
1.16

-0.10
-0.75

111
0.40
-1.10
0.53
0.31

2.03
0.74
-1.06
2.34
2.44

{(JS)

1.2¢

-0.70
-0.81
-0.71
0.48
-0.95

-0.77
-0.28
0.59

-0.05
-0.38

0.56
0.21
-0.56
0.27
0.16

1.03
0.38
-0.54
1.19
1.24

Coeff.

0.39

0.25
0.00
0.00
-0.03
-0.01

0.58
0.00
0.00

0.01
0.00

0.79
0.03
0.07
-0.02
0.01

-0.02
0.00
0.00
0.00
0.00

0.00
0.00
0.00

0.00
0.00

0.02
0.00
0.00
0.00
0.00

-0.03
0.00
0.00
0.00
0.00

0.87
0.98

4C
t(NW)

0.83

0.51
0.24
0.00
-2.34
-1.76

2.95

0.01
-0.07

0.76
-0.26

2.44
4.43
1.72
-0.97
0.79

-1.20
1.63
0.89
-0.31
-0.06

-0.14
0.60

-0.84
1.22
0.54

1.19
-0.50
-0.20

-0.81
-0.50

-1.07
-1.36
-1.36

0.18
-0.94

{(JS)
65 0.

0.40
0.19
0.00
-1.83
-1.37

2.31
0.01
-0.05
0.59
-0.2

1.91
3.47
1.35
-0.76
0.62

-0.94
1.28
0.70
-0.25
-0.05

-0.11
0.47
-0.66
0.95
0.43

0.93
-0.39
-0.16

-0.64

-0.3¢

-0.84
-1.06
-1.06

0.14
-0.74
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Table XVII: Dynamic Cross-Sectional Regressionsfor Conditional M odels (42 Portfolios)

This Table presents the results of dynamic crostesel regressions using the excess returns o23heama-
French portfolios sorted by size and book-to-mariets the 17 industry portfolios. The full-samplector
loadings, which are the independent variables éndioss-sectional regressions, have been computéohe-
series regressions (for each of the 42 portfolimsyhich the dependent variable is the excessmatara given
portfolio. We have used as explanatory variablesttiree factors of the Fama-French model and/orfabe
state variables defined in Table VI, as well asrthssociated predictors “T-bill”, “Term”, “Def” ah“Div” as in
Table XVI. The sample period is 1963:07 to 2007(%34 monthly observations). Consequently, 534 cross
sections have been performed, for t =1, ..., 534HUSILS. Then the constant and the regression coifs
have each been averaged over these 534 estimdteEatna-Macbeth. The resulting cross-section wefits
have been reported as “Coeff.”. All these coeffitse but the constants have been multiplied by 180 f
readability. The Table also reports the averadatissics as “t(FM)”.
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Constant

mkt
mkt*div
mkt*tbill
mkt*term
mkt*def

smb
smb*div
smb*thill
smb*term
smb*def

hml
hml*div
hml*tbill
hml*term
hml*def

div
div*div
div*thill
div*term
div*def

thill
tbill*div
thill*tbill
tbill*term
tbill*def

term
term*div
term*thill
term*term
term*def

def
def*div
def*thill
def*term
def*def

Modél
Coeff.

0.86

-0.31
0.00
0.01
-0.01
0.00

0.52
-0.01
-0.01

0.00

0.00

0.45
0.01
0.05

0.01
0.01

#A
t (FM)

3.54

-1.03
-0.24
0.88

-0.91
-1.34

2.45
-1.03
-0.97

0.57

0.29

2.02
1.61
2.49
1.48
2.72

Model
Coeff.

0.67

-0.03
0.00

0.00
0.00
0.00

-0.02
0.00
0.00
0.00
0.00

0.02
0.00
0.00

0.00
0.00

0.04
0.00
0.00

0.00
0.00

#B

t (FM)

2.99

-2.28
-1.82
-1.77

1.40
-2.29

-2.21
-0.83
1.96

-0.13
-1.20

1.74
0.49
-1.57
0.64
0.40

2.80
0.97
-1.69
3.35
3.54

Model
Coeff.

0.39

0.25
0.00
0.00
-0.03
-0.01

0.58
0.00
0.00
0.01
0.00

0.79
0.03
0.07
-0.02
0.01

-0.02
0.00

0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00

0.02
0.00
0.00

0.00
0.00

-0.03
0.00
0.00
0.00
0.00

t (FM)
1.01

0.56
0.31
0.00
-3.39
-2.27

221
0.01
-0.09
0.84
-0.33

2.60
4.38
1.89
-1.17
1.00

-1.69
1.97
1.10
-0.41
-0.07

-0.17
0.79

-1.04
1.78
0.66

1.42
-0.61
-0.26

-1.23

-0.57

-1.57
-1.82
-1.75

0.24
-1.32
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