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The Macro and Political Determinants of Venture
Capital Investments around the World

Abstract:

This paper examines two different topics related to venture capital (VC) investments. The
objective is to identify the main determinants of VC investments around the world. We
test macro factors from the VC literature such as Initial Public Offerings (IPO), labor
market rigidities, technological opportunities, stock market, Gross Domestic Product
(GDP), interest rates, inflation, and corporate income taxation. We use a combination of
data from 16 countries from 1995 to 2002. Plus, using risk ratings of the International
Country Risk Guide (ICRG), we add political risk variables to our analysis. We examine
relevant hypotheses in addressing the impact of macroeconomic and political risk factors
on VC investments. In our between, fixed and random effects models, we discover that
one of the most important determinants of VC investment is the total value of stocks
traded. In contrary to Jeng and Wells (2000), we can only provide evidence for the
significance of IPO in our fixed effects model and for only early stage VC investments.
We also present that corporate income tax rate, total entrepreneurial activity, inflation,
labor market rigidities, GDP growth and some of the political risk variables- investment
profile, socioeconomic conditions and corruption-affect both all stages (early and
expansion) investments used as a broader definition of VC, and early stage investments
used as a narrower definition.



1.1. Introduction
Although VC is recognized as an important source of funding for countries’

entrepreneurial activities, there are huge differences across countries in the relative
amounts invested in VC. For instance, VC intensity is relatively high in the US and

Canada while it is very low in Japan (See Table 1 for comparisons).

Table 1: The size of the venture capital pool in 21 nations

P
Australia 54
Austria 0.4
Belgium 8
Canada 182
Denmark 4
Finland 1
France 35
Germany 116
Ireland 1
Israel 550
Italy 60
Japan 11
Netherlands 100
New Zealand 1
Norway 7
Portugal 9
Spain 24
Sweden 9
Switzerland 1
United Kingdom 36
United States 3,651

Source: Jeng and Wells (2000)



First and foremost, we would like to point out that venture capital is described
differently in US and Europe. In the latter, venture capital refers to private equity
investments, which are investments by institutions or wealthy individuals in both publicly
traded and privately held companies. On the other side, in the US, venture capital refers
to one specific type of private equity investing. It involves three stages of investing-seed,
startup and expansion-excluding buyouts. These various stages of investing are related to
the stage of development of the portfolio company receiving the investment. Seed capital
is usually used to finance initial product research and development, where as startup
investments are offered to companies that have passed the idea stage and are moving into
production, marketing and sale stage. Together seed and startup stages are referred as
early stage investments. After early stage, a company enters expansion stage where the
company needs additional capital to finance its growing manufacturing, distribution and
R&D capacity. Buyouts are usually applied to more mature companies. In private equity
investments, there are different types of buyouts such as leveraged buyouts and
management buyouts. The former is used as to acquire a company and reduce its equity
base, where as the latter is a leveraged buyout where current management takes control of
the company. Our primary goal is to understand venture capital investments, not private
equity. Thus, in all our analyses, we use the US definition of venture capital including
only early and expansion stages of VC investments.

Before considering the driving forces of venture capital intensity across countries,
it is also important to review why meeting financial needs through traditional
mechanisms is difficult for VC-backed companies. There are four main factors that limit
a young company to receive financing: uncertainty, asymmetric information, intangibility
of firm assets, and the conditions in the relevant financial and product markets (Gompers
and Lerner 2002). If investors cannot easily expect that the company will succeed in the
future, the uncertainty will be high. If investors are risk averse, it will be difficult to
persuade them to finance projects with high uncertainty, which affects not only the
contribution of capital but also the timing of investments. Asymmetric information
emerges when an entrepreneur knows more about the company than investors.
Entrepreneurs may take actions that investors cannot observe and this may end up at

investor’s expense. Asymmetric information may also lead to adverse selection problem



where it is difficult for investors to differentiate between efficient and inefficient projects
and entrepreneurs. The third factor is the intangibility of company’s assets. If a
company’s assets does not rely on physical assets and are mainly intangible such as ideas,
it may be more challenging to find financing for company’s projects. Lastly, market
conditions play important roles in the rigidity of financing companies. At this point, VC
firms emerge as financial intermediaries to bring lenders and borrowers together where
adverse selection, asymmetric information, uncertainty costs exist.

On the topic of the determinants of VC investments, previous papers have
examined various variables like Initial Public Offerings (IPO), Gross Domestic Product
(GDP) growth, market capitalization growth, capital gains taxes, private pension funds
and so on. As there are other potential factors affecting VC investment intensity, the
diversity of financial systems is perhaps one of the most important determinants
underlying the differences across countries. Along this line, Black and Gilson (1998) find
a linkage between countries’ financial system and VC intensity. In sum, they demonstrate
that active stock market is more appropriate to strong venture capital market than bank
market because of the potential for VC exit through an IPO. Other possible determinants
of VC investment intensity are analyzed by Gompers and Lerner (1998), Jeng and Wells
(2000) and Sherlter (2003). With a panel dataset of 21 countries, Jeng and Wells (2000)
shows that labor market rigidities, the level of Initial Public Offerings (IPO), government
programs for entrepreneurship, and bankruptcy procedures explain a significant share of
cross-country variations in VC intensity (See Table 2 for survey).

The objective of this essay is to contribute to this recent stream of research in
several ways. To begin with, we use panel data techniques on data from 16 countries. We
analyze the macro factors from the literature including GDP growth (GDP), interest rates
(IR), TPO, total value of stocks traded (ST), stock turnover (STURN) and corporate
income tax rate (CITR). To this analysis, we also add new variables such as inflation rate
(INF), technological opportunities, entrepreneurial environment and political risk; which
have not been seen in the literature. We discover that the one of the most important
determinants of VC investment intensity is the total value of stocks traded (ST). In line
with Gompers and Lerner (1998), we also demonstrate that GDP growth (GDP) is

significant in explaining the variances in VC investments. In addition, we present



evidence that corporate income tax rate (CITR), total entrepreneurial activity (TEA),
inflation (INF), labor market rigidities (EPL), and some of the political risk variables —
investment profile (INV), socioeconomic conditions (SOC), corruption (CORR)- are
other important determinants of VC investments in all stages (early and expansion) of
operation (Table 10). On the other hand, we do not totally agree with Jeng and Wells
(2000) since we can provide evidence for the significance of initial public offerings (IPO)
only for early-stage VC investments in our fixed effects model. Eventually, we present
new opportunities for further research and empirical investigation by contributing new
potential variables such as political risk variables, inflation, technological opportunities
and entrepreneurial environment to existing VC literature. Finally, almost all of our
analyses involve an international setting that help us to examine differences among
countries which has been an issue of growing significance for internationalization of
entrepreneurship studies (McDougall and Oviatt 1997).

The remainder of this chapter is organized as follows. Section 1.2 contains a
literature review. Section 1.3 describes the hypothesis formation of what determines VC
investment intensity. Section 1.4 discusses methodology, data and sampling. Section 1.5

provides the empirical results. Section 1.6 contains this chapter’s conclusion.

1.2. Literature Review

This section reviews the relevant literature concerning the determinants of VC
investments. First, we assess the macro determinants of VC activity involving factors
dealing mainly with the general economy, technological opportunities, and
entrepreneurial environment. Next, we study the existing literature on political risk from

related fields.
1.2.1. Macro determinants of VC activity

First, this section does not address the many studies that examine various aspects
of VC on a micro-level basis. However, we want to point out that some articles have
examined the determinants of VC performance on a micro-level basis (Gompers and
Lerner 1999, Kaplan and Stromberg 2003, Das et.al 2001, Hege et al. 2003, Manigart
et.al 2002). Kaplan and Stromberg (2003) studies actual contracts between VCs and



entrepreneurs to compare the characteristics of actual financial contracts to their
counterparts in financial contracting theory. They find that various aspects of VC
contracts have the effect of helping VCs in screening out good entrepreneurs and
companies from bad ones. Relying on VentureXpert database, Das et.al (2001) provides a
detailed study of VC deal characteristics in US. Hege et.al (2003) carries out a
comparative study of the determinants of the venture financing success between Europe
and US. They find that American VCs perform better than European counterparts under
type of exits and internal rate of return measures of the deals. Hege et.al (2003) also
suggests that either American VCs are more sophisticated than their European
equivalents or the network effects are especially important.

As stated previously, this section primarily focuses on the existing literature
concerning the determinants of VC investments at macro level. Only few articles have so
far focused on the determinants of VC at macro level. Poterba (1989) is the first to
theoretically describe venture capital investment changes in supply and demand. He
argues that many of changes in financing could occur from changes in either supply of or
demand for venture capital. Similarly, the impact of variations in the capital gains tax rate
has received particular consideration from Poterba (Poterba 1987, 1989). Poterba’s
suggestion is that; since VC funds are from tax-exempt investors, they are affected by the
variations in capital gains tax rates. Poterba also describes this impact as it affects not
those who supply the funds but rather prompts the employees to become entrepreneurs
leading to more VC demand. Following Poterba (1987, 1989) model, in their empirical
study, Gompers and Lerner (1998) finds that lower capital gains tax rates have strong
effect on the amount of VC investments supplied. On the other side, Jensen (1991) and
Sahlman and Stevenson (1986) argue that institutional investors are prone to over or
under invest in markets like venture capital. They discuss that this irrational pattern of
investing can explain the variances in fundraising. Moreover, they propose that these
divergences can delay entrepreneurship in American economy.

To the best of our knowledge, only four articles attempted to quantitatively
evaluate the macroeconomic determinants of venture capital investments. Among these
papers, Black and Gilson (1998) finds a relationship between countries’ financial system

and VC market. They argue that the key source of the U.S. competitive advantage in VC



industry is the existence of a strong IPO market. Active stock market requires a liquid
stock market and is more appropriate to strong VC market than bank market because of
the potential for VC exit through an IPO. Along a similar line, Jeng and Wells (2000)
develops a model aiming at identifying the determinants of VC and testing them on a
cross-section of 21 countries over a period of 10 years. They find that labor market
rigidities, the level of IPOs, government programs for entrepreneurship, and bankruptcy
procedures explain a significant part of cross-country variations in VC investments. On
the other hand, Gompers and Lerner (1998) focuses on American economy over the
period 1969-1994 and take IPO as a proxy for fund performance and find no significant
impact in their analyses. Seemingly, IPO is strongly correlated with the expected returns
on the alternative investments and with GDP. Therefore, Gompers and Lerner (1998)
finds significant impact of GDP on VC, but no impact of IPO. The opposite is the case in
Jeng and Wells (2000); GDP is part of the impact of IPOs and thus appear to be not
significant for Jeng and Wells (2000). Recently, Schertler (2003) analyzes the driving
forces of VC activity with data from fourteen Western European countries for the time
period 1988 to 2000. This paper shows that liquidity of stock markets, human capital
endowment, and labor market rigidities do not affect expansion stage VC investments but
affect early stage VC investments. In contrast to Jeng and Wells (2000), Schertler (2003)
finds that liquidity of stock markets has a significant positive impact on early stage
investments. These opposing results could be because of their different treatment of
proxies. For instance, Jeng and Wells (2000) takes the market value of IPOs where as
Schertler (2003) uses stock market capitalization as a proxy for liquidity of stock

markets.



Table 2: Survey Literature for Potential Macro Determinants of VC investments

Main Determinants of

VC investments

Gompers and Lerner
(1998) over US
between 1972 and

Jeng and Wells (2000)
over 21 countries

between 1986 and 1995

Schertler (2003) over
14 European
countries between

1988 and 2000

Initial Public
Offerings (IPO)

Gross Domestic
Product (GDP) growth
Stock Market

Interest Rates

Labor Market
Rigidities

Private Pension Funds

Capital Gains Tax
Rate

Accounting Standards

Technological
Opportunities
Research &
Development (R&D)

Not Significant Positive (not for early

Not Significant

Not significant

Negative (for early VC)

Positive(proxied by
changes in ERISA

Positive (only across
time) proxied by level
prudent man rule) and growth of pension

Not significant

NA

NA

Positive (for early
VO)
NA

Positive (for early
VO)
NA

NA

NA
NA

Positive

Another variable that has been studied in VC literature is the level of pension

funds in the economy; given that they are allowed to devote in venture capital. Since

pension funds involve great deal of money, their contribution affects the supply of

venture capital (Gompers and Lerner 1998, Jeng and Wells 2000). Although, this variable

may have great importance in US; this is not the case in European countries, because



pension funds in Europe do not deal with large sums of money or do not prefer investing
in unquoted firms. The main results of these four existing studies are summarized in

Table 2.
1.2.2. Political determinants of VC activity

Despite the recent attention for the determinants of VC intensity, there is
substantial lack in academic studies of political determinants of VC investments. Yet, VC
professionals include political stability among the important determinants of receiving
VC funding. For instance, Markus Ableitinger, a director of Capital Dynamics says:
“Successful private equity needs macro-economic and micro-economic factors. These
include political stability, sophisticated capital markets, corporate governance, strong
entrepreneurial structure, and proper benchmarking. Other factors include fragmented
markets, low competition, and comparability of funds. If some of these criteria are not
there it makes it a high risk and volatile proposition, so Russia has problems” (EVCA
2005). Moreover, venture capitalists and investors are growing in Singapore taking
advantage of the country's political stability, highly educated workforce and strategic
location (Kolesnikov-Jessop 2003).

Despite the fact that micro, macro and even legal determinants of VC financing
have more or less been analyzed; changes in political stability of countries have not
received any attention. This lack of attention is possibly due to measurement difficulties
of political stability (Jodice 1985). Indeed, some researchers have studied the link
between political stability and foreign direct investments (Literature survey can be found
in Gastagana et al. 1998 and Busse 2004). Dealing with private investment, Brunetti and
Weder (1998) demonstrates that there is a negative link between institutional uncertainty
and private investment. Along a similar line, we argue that VCs would prefer to invest in
countries with low political risk (politically more stable). In the remainder of this section,
we attempt to provide a short description of political risk. We also review the existing
literature from related fields.

We believe that “political risk™ is best described as the likelihood of an event
occurring over a given time period and is typically related to major alterations in

government policies precipitated by striking periods such as war, insurrection or political
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violence (Jodice 1985). Besides, Prast and Lax (1982) argues that political risk is the
probability that the goals of a project will be affected by changes in the political
environment. These changes of political environment can involve various characteristics
such as expropriation or nationalization of property or resources; inconvertibility of
currency; actions against personnel, government intervention with contractual terms;
discriminatory taxation; and politically based regulations on operations (Howell &
Chaddick 1994).

This existing literature on political risk relies on institutional economics and positive
political theory to assess the outcome on investors’ strategies (Henisz and Williamson,
1999; Henisz, 2000a; Henisz, 2000b). Firms tend to avoid investments high in
uncertainty (Cyert and March 1963). And, political bodies are key determinants of this
uncertainty of a location from the perspective of a foreign investor. Political risk occurs
when the government’s rules for doing business in the country such as product and price
regulations and relative taxation can be quickly changed (Henisz and Williamson, 1999;
Henisz, 2000a). Henisz (2000a, 2000b) empirically analyze political risk as a structural
characteristic of countries that may change over time. In this essay, using political risk
ratings of international country risk guide (ICRG), we propose a similar analysis of
political risk as a structural attribute of countries. Further empirical evidence also proves
that firms favor to make business in countries with low political risk (Henisz and Delios,
2001). Following this related literature, we argue that VCs invest more in countries with

low political risk.

1.3. The question and formulation of hypotheses

Following Poterba (1989), Gompers and Lerner (1998) and Jeng and Wells (2000),
we argue that variations in VC investments around the world emerge from either supply
or demand of VC investments. The demand of VC comes from entrepreneurs’ desire to
start up innovative firms, whereas the supply exists as the share of risk capital provided
by private investors. Along this line, our macro and political factors in the formulation of
hypotheses are mainly general economy, technological opportunities, entrepreneurial

environment, and political risk.
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The relevant questions and hypotheses of macro and political determinants of VC
intensity are presented in next sub-sections.

1.3.3. Macro question

This section develops the hypotheses dealing with macro factors affecting the
intensity of VC investments. Mainly the question, “What macro factors determine the
intensity of VC investments around the world?” is analyzed. Nine different hypotheses
are examined in addressing the macro question.

1.3.3.1.General Economy

It is expected that the general health of the economy affects the amount of VC
investments. If the economy is growing quickly, then there may be more attractive
opportunities for entrepreneurs to start new companies, thus, increases the demand for
VCs. To infer the impact of general economy, we examine the initial public offerings,

GDP growth, stocks traded, inflation and interest rates.

1.3.3.1.1. Initial Public Offerings (IPO)

Since VC literature shows that the most attractive option for exit is through an
IPO, we select IPO for our analysis. [POs affect the supply of VC investments because
with IPOs, VC-backed companies can signal their experience to the market. Also, VCs
build reputation when they successfully exit through IPOs (Schertler 2003).
Hypothesis One: Higher levels of Initial Public Offerings (IPO) in a country will lead to
more venture capital investments.

This hypothesis deals with the effect of [PO on the intensity of VC investments in
16 countries around the world. Black and Gilson (1998) considers IPO as being a very
important determinant of VC. Similarly, according to Jeng and Wells (2000), IPO is the
strongest driver of VC financing. Berlin (1998) also finds that new funds enter the
venture capital market when the IPO market is outstanding. However, Gompers and
Lerner (1998) cannot find any significant effect of [PO when they take it as a proxy for
fund performance in their multivariate regressions. It emerges that IPO variable is
strongly correlated with the expected return on alternative investments and with the Gross

Domestic Product (GDP) which is also a proxy for exit opportunities. Similarly, Gompers
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and Lerner (1998) find positive impact of equity market return and GDP on VC but no
impact of IPO.
1.3.3.1.2. GDP, Stocks Traded and Inflation

We argue that countries with high GDP growth, low inflation and high value of
stocks traded are more likely to be associated with a strong demand for VCs.

Hypothesis Two: Higher Gross Domestic Product (GDP) growth will lead to more VC
investments.

Hypothesis Three: Higher levels of inflation (INF) pose a hindrance to venture capital
investments.

Hypothesis Four: As total value of stocks traded (ST) in a country increases, venture
capital investments increase.

Hypothesis two deals with the impact of GDP growth on VC investments in 16
countries around the world. This hypothesis is interconnected with the hypothesis one
dealing with the IPO impact, where it appears that IPO is strongly correlated with the
expected return on alternative investments and with the Gross Domestic Product (GDP).
Since GDP and market capitalization growth are part of the impact of IPOs, Jeng and
Wells (2000) finds these variables to be insignificant in their analysis. On the other hand,
Gompers and Lerner (1998) find the reverse: a positive impact of equity market return
and GDP on VC but no impact of IPOs.

Similarly, Gompers and Lerner (1998) includes stock market return variable in
their regression analysis arguing that VC investments should be positively affected by the
value of stocks traded. They use CRSP value of weighted stock market return and find no
significance impact of stock market return. Surprisingly, inflation variable has not yet
been analyzed in VC literature. However, we argue that it could emerge as an important

determinant of a country’s general health of economy.

1.3.3.1.3. Interest Rates
As the cost of capital for alternatives increases, entrepreneurs are more likely to
switch to venture capitalists. While Jeng and Wells (2000) does not take this factor into
account, Gompers and Lerner (1998) argues that VC funding is positively affected by

interest rates. They underline bonds as an alternative to VC investments and use short-
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term interest rates in their analysis. However, economic theory would suggest a negative
relationship. Thus, if the interest rates rise, the level of VC investments should fall. The
positive impact found by Gompers and Lerner (1998) is possibly due to their use of short-
term interest rates. As short-term interest rates increase, the attractiveness of VC
financing vs. credit through usual financial institutions increases from entrepreneur’s
viewpoint. Hence, we assume that different types of interest rates can affect the
entrepreneurs in different ways. For our analysis, we prefer to use the real interest rates
since this data is available for all countries over our sample-period allowing us to keep a
balanced panel data. On the other hand, short-term and long-term interest rates are
available only for eleven countries from 1996 to 2002. Then, our hypothesis is as follows:
Hypothesis Five: Higher real (short or long) interest rates will lead to lower VC

investments.

1.3.3.2.Technological Opportunities

For Gompers and Lerner (1998), VC growth in the late 1990s can be due to
increases in technological opportunities. We prefer to proxy the technological
opportunity by two variables: business expenditures on research and development
(BERD) and the number of triadic patent families (PAT). The first indicates a country’s
research motivation where as the latter can describe the innovation in a country.
Nevertheless, we discover that these two variables are very strongly related with each
other (table 7); therefore, we decide to omit the number pf triadic patent (PAT) variable
from our estimation analysis. In that case, we construct only one hypothesis for the effect
of technological opportunities, including only business expenditures on R&D (BERD).
Hypothesis Six: As the business expenditures on R&D increases, the venture capital

investments in a country increase.
1.3.3.3.Entrepreneurial Environment
We measure the entrepreneurial environment by three variables: the level of

corporate tax rate, the level of total entrepreneurial activity, and labor market rigidities.

1.3.3.3.1. Corporate Tax Rates
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The general level of tax rates will probably reduce the rate of entrepreneurship,
therefore the demand for VC investments.

Hypothesis Seven: Higher levels of corporate income tax will lead to lower levels of
venture capital investments.

This hypothesis deals with the impact of corporate income tax rate (CITR) on VC
investment activity. Poterba (1989) argues that corporate tax system is important since it
determines the revenue and profit of entrepreneurship; and lower capital gains tax rates
would increase the quantity of VC commitments. In their empirical analysis, Gompers
and Lerner (1998) confirms the result of Poterba’s model by finding that a decrease in
capital gains tax rate has a positive and important impact on VC commitments. A
reduction in capital gains tax rate often encourages entrepreneurship and thus the desire
of people to create their own firm and to engage in R&D activities. By contrast, higher
corporate income tax rate leads to lower levels of entrepreneurial activity in an economy;

and thus, lower levels of demand for venture capital.

1.3.3.3.2. Labor Market Rigidities

Labor market regulations affect entrepreneurial activity as well. An employee has
lower motivation to start his own company in countries with rigid labor markets than in
countries with soft markets. The reason for this is that an employee who plans to start his
own business evaluates his expected pay-off in the entrepreneurial activity with his/her
actual income as an employee. Thus, the higher the rigidities in labor markets are, the
lower the expected pay-off of the entrepreneurial activity. This is because in the case of a
failure of the new business, the adaptation of the former entrepreneur into employment
would be more difficult in a rigid labor market than a soft one.

Within VC literature, labor market rigidities are often described as one of the
important determinants of why venture capital is not more established in Europe and Asia
compared to US. Sahlman (1990) argues that the labor market rigidities in Germany and
Japan hinder the growth in VC investing. According to Schertler (2003), an employee has
lower incentives to start his own enterprise in economies with rigid labor markets than in
economies with flexible markets. Therefore, we expect that labor market rigidity should

impact the demand for VC funds negatively, meaning that higher labor market rigidity
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leads to less demand for VC funds (Jeng and Wells 2000). We proxy labor market
rigidities by the employment protection legislation (EPL), taken from OECD (2003)
index, and is based on the strength of the legal framework governing hiring and laying off
employees. It is a measure for labor market rigidities ranking countries from 1 to 20 with
1 being the least regulated. On the other hand, this indicator is fixed over time. Therefore,
we also consider this variable in interaction with GDP in our fixed-effects regressions.

Hypothesis Eight: Labor market rigidities (EPL) will affect negatively the intensity of VC

investments.

1.3.3.3.3. Total Entrepreneurial Activity
We argue that the level of entrepreneurship in a country affects positively the
amount of VC investments. We consider the total entrepreneurial activity (TEA) variable
by itself in our between and cross-section random effects regressions, but also introduce
it in interaction with business expenditures on R&D (BERD) variable in our fixed-effects
regressions since this index is only available for one year in our data.
Hypothesis Nine: Total entrepreneurial activity (TEA) will affect positively the intensity

of VC investments.

1.3.4. The political risk question

This section develops four hypotheses dealing with political risk factors affecting
demand and supply of VC investments. Mainly the question, “What political risk factors
determine the intensity of venture capital investments around the world?” is analyzed.
We provide the hypotheses and empirical results dealing with only four categories of
political risk. After pre-analyzing all sub-categories of political risk that are calculated by
International Country Risk Guide (ICRG), we select mainly the “investment profile,
socioeconomic conditions, internal conflict and corruption” categories, which we believe
that manipulate the VC intensity the most. They are also strongly correlated with VC
investment intensity. In addition, out of all other sub-categories, these four components

of political risk contributed to our model’s explanation power the most.
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1.3.4.1.Socioeconomic Conditions
This is an assessment of the socioeconomic pressures at work in society that could
constrain government action or fuel social dissatisfaction. Our ‘‘socioeconomic
conditions” variable is the sum of three subcomponents’ rankings: unemployment,
consumer confidence, poverty.
Hypothesis Ten: Countries with higher ratings in “socioeconomic conditions” receive
higher amounts of VC investments compared to the countries with lower ratings in

“socioeconomic conditions”.

1.3.4.2.Investment Profile
This is an assessment of factors affecting the risk to investment that are not
covered by other political, economic and financial risk components. Our “investment
profile” indicator is the sum of three subcomponents’ rankings: Contract viability/
Expropriation, profits repatriation, payment delays.
Hypothesis Eleven: Countries with higher ratings in “investment profile” obtain higher

amounts of VC investments than countries with lower ratings in “investment profile”.

1.3.4.3.Internal Conflict
This is an assessment of political violence in the country and its actual and/or
potential impact on governance. This “internal conflict” factor is constructed by totaling
the ratings of three subcomponents’: civil war/coup threat, terrorism/political violence,
civil disorder.
Hypothesis Twelve: Countries with higher ratings in “internal conflict” obtain lower

amounts of VC investments than countries with lower ratings in “internal conflict”.
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1.3.4.4.Corruption

This is an assessment of corruption within the political system. Such corruption is
a threat to foreign investment for several reasons: it distorts the economic and financial
environment; it reduces the efficiency of government and business by enabling people to
assume positions of power through patronage rather than ability; and, last but not least,
introduces an inherent instability into the political process.

The most common form of corruption met directly by business is financial
corruption in the form of demands for special payments and bribes connected with import
and export licenses, exchange controls, tax assessments, police protection, or loans. Such
corruption can make it difficult to conduct business effectively, and in some cases my
force the withdrawal or withholding of an investment.

Although our measure takes such corruption into account, it is more concerned
with actual or potential corruption in the form of excessive patronage, nepotism, job
reservations, 'favor-for-favors', secret party funding, and suspiciously close ties between
politics and business. In our view these insidious sorts of corruption are potentially of
much greater risk to foreign business in that they can lead to popular discontent,
unrealistic and inefficient controls on the state economy, and encourage the development
of the black market.

Hypothesis Thirteen: Countries with higher ratings in “corruption” obtain lower amounts

of VC investments than countries with lower corruption.

1.4. Methodology

This section concentrates on the techniques that we apply for analyzing the key
determinants of VC investment intensity in 16 countries around the world.

First, we provide an overview of panel data estimation, and then discuss our panel
data methodology, which was employed in this essay. Second, we start our analysis with
the assumption that VC activity does not have to be a linear function of the determinants
because of venture capitalists’ investment behavior. Above all, VCs form their portfolios
at particular development stages and/or particular industries. Therefore, in all our

regression analyses, we work with nonlinear specifications of all dependent and
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independent variables. Next, we introduce between, cross-section fixed-effects (within)
and cross-section random-effects models; however, we principally treat individual cross-
section effects as random and rely on the results from random-effects model. Yet, we
offer other possibilities such as fixed-effects and between regression results to compare

our empirical findings.

1.4.1. Panel Data Analysis

Panel data analysis is an increasingly popular form of longitudinal data analysis
among researchers in various fields. Our panel is a cross-section of 16 countries, which
are surveyed annually from 1995 to 2002. With repeated observations of enough cross-
sections, panel analysis permits us to study the dynamics of change with short time series.
The combination of time series with cross-sections can enhance the quality and quantity
of data in ways that would be impossible using only one of these two dimensions

(Gujarati, 638).

Panel analysis provides a rich and powerful study of our 16 countries, since we
want to consider both the space and time dimension of the data. Panel data analysis
endows regression analysis with both cross-sectional and temporal dimension. The cross-
sectional dimension involves our set of 16 countries. The temporal dimension pertains to
annual observations of a set of variables characterizing these cross-sectional units over

1995-2002.

In order to estimate whether the general economy, technological opportunities,
and entrepreneurial environment have significant explanatory impacts on the intensity of
venture capital investments, the panel data methodology is employed. As mentioned, our
panel data set is composed of 16 countries, for which there are the same explanatory
variables dealing with general economy, technological opportunities and entrepreneurial
environment, and the data is collected annually for eight years from 1995 to 2002. Thus,
our time series cross-sectional data contains a total of 16*8=128 observations. Plus, our

panel data set is a balanced panel since we do not have any missing years or countries.
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In this context, the use of panel data methodology offers several advantages. First,
having panels of information allows a more efficient handling of data than individual
cross-section or time series analyses. The major advantage is that it permits to control for
the individual heterogeneity. Basically, we control for the effects of variables that
specifically influence the VC intensity of each country but are unobservable. There are
relevant factors like, total entrepreneurial activity (TEA) and employment protection
legislation (EPL), which are different for each country (but stable in time) and can be
causing a different effect on VC intensity. The problem is that this type of variables is
complicated to measure and the exclusion of these variables may lead to bias the
parameter estimates. Consequently, the panel data methodology let us to control for this
kind of individual heterogeneity. Hsiao (1986) and Arellano and Bover (1990) provide a

more comprehensive review of topics related to panel data estimation.

1.4.2. Panel Data Estimation

The panel data regression is based on the following model:

Yii= Po+ P xit + it i=1,2,...N ; t=12,..,T (1)
With i denoting the cross-section dimension (countries) and ¢ denoting the time series
dimension (years). We denote x;, as the irth observation on K explanatory variables.

Our estimation strategy is as follows. In a first step, we estimate a between
regression (4). Secondly, we estimate a cross-section fixed effects (within) model, i.e., we
estimate (3) by using the OLS (ordinary least square) estimator. Lastly, we estimate a
cross-section random effects model, i.e., we estimate (6) by using EGLS (estimated
general least squares)'.

Statistically, fixed effects models always give consistent results, but they may not
be the most efficient model to estimate. Random effects give us more accurate p-values
as they are a more efficient estimator. Although both models are described in this section,
we rely more on random effects because according to our Hausman test, it is also

statistically justifiable to rely on random-effects model.

! For all of our panel estimations, we use Eviews 5.1 program.
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1.4.2.1.Fixed Effects Model

The standard fixed effect model assumes that all members of the panel have the
same variance (homoskedastic error terms) and that there is no correlation over time
neither across nor within the members of the panel. Fixed-effects methods are
increasingly used with longitudinal data because they make it possible to control for all
constant characteristics of an individual (or other unit of analysis such as countries in our
case), including those characteristics that are not observed or measured. The unobserved
or unmeasured component is commonly referred to as “individual heterogeneity.” In
recognized modeling, we represent unobserved heterogeneity a; in a model as follows:

Yie = Bo + BiXuie + BoXoie + ...+ PiXuie T ai T uje (2)
where a; represents unobserved heterogeneity that is fixed over time. Since its effect is
fixed over time, the a; is not subscripted with z. The error term (what is unaccounted for
in the model) is thus the time-varying (or idiosyncratic) error and represents the
unobserved factors that change over time and affect our dependent variable.

An alternative modeling approach is within-groups regression, which includes “fixed

effects”:
Yie = Bo + BiXuit + BoXaie + ... + PuXiie + @i + €1D1ie + c2Doi + ...+ ckDyie +
Uit A3)

In this equation, the D’s represent dummy variables marking every country. Thus, we
have a panel dataset of 16 countries which are observed over § years, we have N*T=128
observations, and we have 15 fixed effects”. The “within” estimator uses only the
variance in X that varies over time; it ignores variation across groups. Therefore, the
fixed effects estimator cannot be used to estimate the effects of time-invariant
independent variables’.

The opposite of within-groups regression is between-groups regression. In

equation (4), we demonstrate that each of the 16 countries is collapsed over time, so that

* We must exclude one category, when using dummy variables.
? In this case, we need to introduce our interaction terms (e.g. EPL*GDP and BERD*TEA) since we cannot
use the time invariant forms of EPL and TEA variables.
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all of the variables represent each country’s eight year average. The resulting regression
would ignore temporal variance and focus solely on cross-sectional comparisons:

Ybar; = By + fiXbar;; + By Xbary; + ... + BxXbary + a; + y; 4)

Fixed effects models have some drawbacks. For instance, the fixed effects models
may often have too many cross-sectional units of observations requiring too many
dummy variables for their specification. Too many dummy variables such as in our case
may lessen the adequate number of degrees of freedom for powerful statistical tests.
Moreover, a model with many such variables may be overwhelmed with
multicollinearity, which increases the standard errors and thereby depleting statistical
power to test the parameters. Although the residuals are assumed to be normally
distributed and homogeneous, there could easily be unit-specific heteroskedasticity or

autocorrelation over time that would further deteriorate the estimation.

1.4.2.2.Random Effects Model

Some studies have argued whether the cross-section effects should be treated as
fixed or random variables. In fact, we can always treat the cross-section effects as random
variables without loss of generality (Arellano and Bover 1990). In fact, what is essential
1s to decide whether these individual effects are correlated with the observed variables X,
or not. To test for the existence of this correlation we use the Hausman test (1978). If the
Hausman test does not reject the null hypothesis that the cross-section effects are not
correlated with the explanatory variables, the most suitable estimation would then be the
random effects model. Although we do not report, in all the regressions we ran, the
Hausman test did not reject the null hypothesis. Therefore, we treat the specific effects as
being random and apply the Swamy and Arora estimator, which we believe is the most
efficient one in our case. Even though we rely on random-effects model while drawing
our conclusions, we also discuss the estimation results from fixed-effects and between
regressions.

Now, we describe random-effects model where we additionally assume that the
unobserved effect a; is uncorrelated with each explanatory variable. Wooldridge (2002)

writes this assumption as:
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Cov (Xit, @) = 0 for each time period t and variable 1...k
The random effects model is also sometimes described as a regression with a
random constant term. In other words, it is assumed that the intercept is a random
outcome variable that is a function of a mean value plus a random error.
A “combined” error term is formed as follows:
Vit=a; T Uyt
where a; denotes the unobservable individual effect and u;; denotes the underlying
disturbance, which can be thought of as a zero-mean white noise process. Mainly, we
assume both u;; and a; have zero means:
E(a)=0 E (uy)=0
And our random effects model estimated is:
Yie = Bo + BiXuie + PaXaie + ... + PrXuie + Vit &)
Note that the combined error term vj; is subscripted with both i and ¢. Because a; is in the
combined error for each time period t, the error term vy, is serially correlated across time
(i.e., the error terms are correlated with each other over time). The random effects
estimators used in Eviews approximate the degree of serial correlation (or its importance
in the model) and compute estimates accordingly.
The following equation is our complete random-effects model, which will

describe the intensity of VC funds in an economy i in period ¢ and it can be written as:

Log(VC) it = Bo + B1 log(IPO) i + B> log(GDP) i + B3 log(INF) i + B4 log(IR) i +
B510g(ST) it T [36 IOg(BERD) it T [37 IOg(CITR) it T Bg IOg(TEA) i+ Bg IOg(EPL) i+ BIO
log(SOC) it + P11 log(INV) it + P12 log(INT) i + B13 log(CORR) ¢ + v i (6)

In equation (6), the parameters that are to be estimated are identified as follows:
B1: The impact of IPOs ( +)

B2: The impact of GDP growth (+)

Bs: The impact of inflation ( -)

B4: The impact of real interest rates ( - )

Bs: The impact of stocks traded ( +)

Be: The impact of business expenditures on R&D ( +)
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B7: The impact of corporate income tax rate ( - )

Bs: The impact of the total level of entrepreneurial activity ( + )

Bo: The impact of labor market rigidities ( - )

Bio: The impact of socioeconomic conditions (+)

B11: The impact of investment profile (+)

B12: The impact of internal conflict (-)

B13: The impact of corruption (-)

As explained in previous sections, we believe that the following factors will influence the
supply of VC investments: Initial Public Offerings (IPO), GDP growth (GDP), inflation
(INF), real interest rates (IR), stocks traded (ST), corporate income tax rate (CITR),
socioeconomic conditions (SOC), investment profile (INV), internal conflict (INT), and
corruption (CORR). We also introduced the factors that are important in affecting the
demand for VC investments: Initial Public Offerings (IPO), GDP growth (GDP), interest
rates (IR), stocks traded (ST), inflation (INF), technological opportunities—business
R&D expenditures (BERD), entrepreneurial environment—total entrepreneurial activity
(TEA), corporate income tax rate (CITR) and labor market rigidities (EPL).

Further detail on these variables can be seen in descriptive statistics section and in Table

5.

1.4.3. Data

The data set contains annual data from 16 countries for the time period starting
from 1995 to 2002. These countries are selected according to the availability and
accessibility of databases and are as follows: Australia, Canada, Denmark, Finland,
France, Germany, Ireland, Italy, Japan, New Zealand, Norway, Poland, Spain, Sweden,
United Kingdom and United States.

Our analysis is restricted to these countries due to unavailability or inaccessibility
of data sources. One can refer to Table 3, Figure 1 and Figure 2 to compare the all-stages
(early and expansion) VC investment activity across our sample countries and time span.

We identify that US is the chief player in the venture capital industry as the most
VC activity takes place in the US. It is by far ahead of other countries; however, when we

disregard US data (outlier), there is no significant change in our results. United Kingdom
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is another major actor with a considerable amount of VC activity. Other countries such as
France, Germany and Canada are also important locations for the existing VC investment
action. On the other side, some European countries such as Norway fall behind in the VC
investment growth.

Table 3: Total VC investment activity across 16 countries in 1995-2002

Company Number of Sum VC
Nation VC Deals  Sum VC (in Mil)  GDP level (in Mil) /GDP(Mil)
United States 37,770 317,427.69 7340000 0.043246
United

Kingdom 2,944 18,345.73 1130000 0.016235
France 1,445 7,636.63 1550000 0.004927
Canada 1,018 6,545.72 581600 0.011255
Germany 1,610 5,923.44 2460000 0.002408
Japan 537 4,258.61 5280000 0.000807
Australia 1,083 3,188.51 372700 0.008555
Sweden 579 2,242.85 248000 0.009044
Spain 297 1,684.04 584000 0.002884
Italy 254 1,540.96 1100000 0.001401
Ireland 295 1,419.85 66500 0.021351
Denmark 235 1,160.26 180200 0.006439
Finland 458 566.67 130000 0.004359
Poland 265 548.54 136000 0.004033
Norway 103 388.29 148000 0.002624
New Zealand 94 208.74 60800 0.003433

Source: Thomson Venturexpert 1995-2002
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Figure 1: The sum of VC investments (USD Mil) across 16 countries in 1995-2002
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As a measure of VC activity, we use the sum of all stages (early and expansion)
VC investments (in USD millions) as a broader definition of VC investments in a
country. Since the countries differ considerably in size, we normalize the sum of VC
investments by each country’s GDP level, which approximate the overall size of an
economy (See Table 3 and Figure 2 for comparison). After the normalization process,
The United States has again the leading VC industry, but this time it is followed by
Ireland and United Kingdom. The sum of VC investment data is obtained from Thomson
Venture Economics Venturexpert Database Investment Analytics Report from 1995 to
2002 for the 16 nations. Further definition and sources of all other variables in our

analyses are summarized in Table 4.
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Figure 2: The sum of VC investments scaled by GDP (USD Mil) in 1995-2002
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Table 4: Data Definitions and Sources®
Variable Description Source
vC Sum of venture capital investments VentureXpert Database
(US$)divided by GDP levels
GDP Gross Domestic Product Growth as World Bank: World Development Indicators (WDI)
annual percentage (%) (1995-2002)
IR Real Interest Rates as World Bank: World Development Indicators (WDI)
annual percentage (%) (1995-2002)
ST Total value of stocks traded as World Bank: World Development Indicators (WDI)
a % of GDP (1995-2002)
STURN  Stock turnover rate World Bank: World Development Indicators (WDI)
(1995-2002)
IPO Initial public offerings: annual data International Federation of Stock Exchanges

of the number of newly listed companies  (1995-2002)
CITR Corporate income tax rate: annual data Office of Tax Policy (1995-2002)

* This table shows not only the variables in our complete random-effects model but also other (excluded)
variables such as STURN, and PAT that we use in other analyses.
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INF Inflation: consumer prices as annual World Bank: World Development Indicators (WDI)

percentage (%) (1995-2002)

BERD Business expenditures on research and OECD, Main Science and Technology Indicators
Development (1995-2002)

TEA Total entrepreneurial activity: The Global Entrepreneurship Monitor (2003)

index of the proportion of adults involved
in the creation of emerging firms and the
proportion involved in new firms
EPL Employment protection legislation: OECD, Employment Protection Legislation (2003 )
strength of the legal structure for hiring

and laying off employees

PAT Patent: Number of triadic patent families =~ OECD, Main Science and Technology Indicators
(1995-2002)

SOC Socioeconomic Conditions: rating (1-12) International Country Risk Guide (PRS database)

INV Investment Profile: rating (1-12) International Country Risk Guide (PRS database)

CORR Corruption: rating (1-6) International Country Risk Guide (PRS database)

INT Internal Conflict: rating (1-12) International Country Risk Guide (PRS database)

POL Political Risk: sum of all 12 political risk International Country Risk Guide (PRS database)

Components, (max 100 points)

Among the variables defining the state of general economy; we use GDP growth
(annual %), Inflation (consumer prices (annual %)), total value of stocks traded as a
percentage of GDP, stock turnover rate (%) and the real interest rates (%). This annual
macroeconomic data is obtained from World Bank, World Development Indicators
(WDI) - the World Bank's primary database for cross-country comparable development
data- between 1995 and 2002 for our 16 countries. Although we expect that different
types of interest rates impact VC investment intensity differently; in our analysis, we
prefer to employ real interest rates. The reason is that, long-term and short-term interest
rates (taken from International Federation of Stock Exchanges) are available only for 11
countries in the period of 1996-2002, while the real interest rates are available for all the
countries in our sample between 1995 and 2002. Due to showing no meaningful
differences in our pre-analysis, we prefer to include only real interest rates in reporting

our empirical results. As a measure of [PO, we use annual data of the number of newly
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listed companies, which is obtained from International Federation of Stock Exchanges for
the 16 countries between 1995 and 2002.

Our proxies for the technological opportunities are the business expenditures on
R&D and the number of triadic patent families’. Both these measures are obtained from
OECD, Main Science and Technology Indicators) for 16 countries from 1995 to 2002.

As a measure of entrepreneurial environment, we use the corporate taxation, total
entrepreneurial activity, and labor market rigidities. As a measure of corporate taxation,
we use annual corporate income tax rate data, which is obtained from the Office of Tax
Policy Research (OTPR) from 1995 to 2002 for the 16 countries. Total entrepreneurial
activity data is available as an index computed by adding the proportion of adults
involved in the creation of emerging firms and the proportion involved in new firms. This
data is gathered from The Global Entrepreneurship Monitor for the year 2003. We treat
this variable as the expected total entrepreneurial activity in a country. This variable
ranks from 1 to 20, 1 having the least entrepreneurial activity. Since it is only available
for one year, it varies only across countries’. Labor market rigidities data is rather
difficult to obtain. As a measure of labor rigidities, we use OECD’s employment
protection legislation (EPL) which is based on the strength of the legal structure for
hiring and laying off employees. Our 16 countries are ranked from 1 to 20 with 1 being

the least regulated. Such as TEA indicator, EPL variable is fixed overtime’.

The independent variables dealing with political risk in our empirical analysis
include the measures from Political Risk Services (PRS)’s International Country Risk
Guide (ICRG) political risk ratings. Political Risk Services (PRS) ICRG index is not

widely available in universities’ databases and therefore is difficult to obtain®.

> Since the number of triadic patent families (PAT) is highly correlated (about .9) with business
expenditures on R&D (BERD) and some other explanatory variables; we later omit PAT variable from the
regression analyses in our parsimonious and complete models.

% TEA is also introduced in an interaction with BERD variable (TEA*BERD); however because of strong
correlation of (TEA*BERD) with other variables, we omitted this interaction in our complete random-
effects model.

" EPL is also introduced in an interaction with GDP variable (EPL*GDP); however because of strong
correlation of (EPL*GDP) with other variables, we omitted this interaction in our complete random-effects
model.

¥ The PRS data is gathered through Prof. Mahmut Yasar and Mehmet O. Karabag from Emory University;
we thank you for helping us to enrich our analysis on political determinants.
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PRS political risk rating includes 12 weighted variables covering both political
and social features. The intention of the political risk rating is to provide an approach of

assessing the political risk of the countries.

This is done by assigning risk points to a pre-set group of factors, termed political
risk components. The minimum number of points that can be assigned to each component
is zero, while the maximum number of points depends on the fixed weight that
component is given in the overall political risk assessment. In every case the lower the

risk point total, the higher the risk, and the higher the risk point total the lower the risk.

Table 5: PRS Political Risk Components9

Component Points
(max)
Government Stability 12
Socioeconomic Conditions 12
Investment Profile 12
Internal Conflict 12
External Conflict 12
Corruption 6
Military in Politics 6
Religious Tensions 6
Law and Order 6
Ethnic Tensions 6
Democratic Accountability 6
Bureaucracy Quality 4

Total 100
Source: PRS ICRG

1.4.3.1.Descriptive Statistics

Descriptive statistics for all macro and political variables are presented in Table 6.

The mean value of the dependent variable VC investment intensity in all stages (early and

? In our analyses, we treat each component of political risk as separate independent variables. In our
parsimonious and complete models, we include the investment profile (INV), internal conflict (INT),
socioeconomic conditions (SOC), corruption (CORR) and the overall political risk (POL).
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expansion) (VC) (which is scaled by dividing the sum of VC investments by GDP levels)
varies from 122.760 (USD Mil) in Japan to 4254.172 (USD Mil) in US, as shown in the third
column in Table 6. On average, over all periods, VC investment intensity in only early
stage (Early VC) (which is scaled by dividing the sum of early VC investments by GDP
levels) is about 7.634 (USD Mil) in Japan, while it is 1628.009 (USD Mil) in US. Thus,
in US, all stages (early and expansion) VC investments are about 2.5 times as high as
early stage VC investments; where as in Japan, all stages (early and expansion) VC
investments are about 7 times as high as early stage VC investments. The countries also
differ substantially with respect to the total value of stocks traded (ST) as a percentage of
GDP. In Poland, ST is as low as 4.84 per cent of GDP, while in US, it is as high as
187.059 per cent of GDP. US is also far ahead of other countries with regard to business
expenditures on R&D (BERD). Other descriptive statistics confirm that on average, labor
market is most rigid in Spain, where as it is most flexible in US. Generally, GDP is
growing in Ireland the most, where Japan shows the slowest growth. Finally, the lowest
corporate income taxation rate is found in Sweden, Norway and Finland (about 28%).
The number of observations for all variables is 128, except for Sum of VC growth

and stock turnover (STURN) variable, in which we have 127 observations.
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1.4.3.2.Correlations

Pairwise correlations that are presented in Table 7 offer a first clue at the
relationship between venture capital investments and macro and political determinants.
The correlation coefficients between venture capital investments in all stages (VC) and
the total value of stocks traded (ST), socioeconomic conditions (SOC), investment profile
(INV) are comparatively high (about .5, .5, .6, respectively). By contrast, correlation
coefficients between VC and IPO, STURN, INF, CITR, IR, GDP, CORR are below .20.
Thus, the correlation coefficients between VC and INV, SOC, ST are much stronger than
the correlations between VC and IPO, STURN, INF, CITR, IR, GDP, CORR.

Many economic variables have the property that they are correlated. This is not
surprising, given the natural links between almost all facets of economic activity within
any given economy. However, this feature of most economic data suggests that within the
context of regression, not only are the regressors (or independent variables) related to the
dependent variable in a regression model, but the independent variables are also
correlated with one another. When the independent variables are correlated with one
another, then we have what is termed "multicollinearity".

As table 7 shows our following independent variables are highly correlated with
each other: Business expenditures on R&D (BERD), Number of Triadic Patent Families
(PAT), our interaction variables- employment protection legislation * gross domestic
product levels (EPL*GDP), and total entrepreneurial activity * business expenditures on
R&D (TEA*BERD). To deal with a possible multicollinearity problem, we attempt to use
both methods; applying the first differences method and omitting highly correlated
variables.

On simple remedy is to omit one of the variables that is highly multicollinear, as
the informational content of this variable is essentially the same as that of other
variable(s), anyways. Another common solution is to difference of log difference the
data. This often removes much of the multicollinearity among regressors, particularly
since the multicollinearity may have arisen because the regressors were all trending
upwards over time. The advantage is that ‘changes’ in natural logarithm of the venture
capital investments may not be as highly correlated as their ‘levels’. However, applying

first differences method reduces the explanation power considerably.

33



Therefore, we prefer to omit both of our interaction variables (EPL*GDP and
TEA*BERD) and one of our technological development proxy -the number of triadic
patent families (PAT)-. We believe that PAT has essentially the same informational
content and therefore could be represented by Business expenditures on R&D (BERD)
variable. Although, the interaction terms are also omitted, we include the variables
Employment Protection Legislation (EPL) and Total Entrepreneurial Activity (TEA)
without their interactions in our between and random-effects regressions, where

applicable.

1.4.4. Panel Regression Results

In this section, we provide empirical results from our panel estimations. First, we
report our results for all stages- early and expansion- of VC investments in our between,
fixed (within) and random-effects panel models. Then, to analyze whether the
determinants of early stage VC investments differ from other stages, we also run
between, fixed (within) and random-effects regressions with only early-stage VC
investments as the dependent variable.

In order to estimate whether the identified driving forces have a significant impact
on the level of VC activity, we employ panel data techniques. We provide results from
between, fixed-effects (within) and random-effects estimations for our parsimonious and
complete models. For all our analyses; we use Eviews panel estimation capabilities.

Table 8 shows the panel estimation regression results from between regressions of
venture capital investments on macro and political variables. First, we include all macro
variables in our regression analysis (OLS 1). Then, we add our single political variables
into the model, which also increases the explanatory power (OLS 2). The next model
includes the combined political risk variable (POL) instead of single political risk
components, which seems to reduce the model’s explanatory power (OLS 4). We also try
to replace stocks traded (ST) variable by stock turnover (STURN) to observe whether or
not stocks traded is a more significant determinant (OLS 5). In the last two models (OLS

6 and 7), we run the regressions only with ‘entrepreneurial environment’ variables
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(CITR, EPL, TEA) and ‘general economy’ variables (GDP, INF, IPO, ST, IR),

respectively.
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Table 9 demonstrates the results from fixed-effects (within) models. Here, our
models differ from between regressions since we are now obliged to use the interaction
variables due to the time-invariant characteristic of EPL and TEA. Also, we prefer to
include single political risk components in our fixed-effects models since they raise the
models’ power extensively. First, we use no interaction variable, but we add our single
political variables (OLS 1). In OLS 2, we include BERD*TEA interaction'’and in OLS 4,
we analyze EPL*GDP interaction. On the other hand, OLS 3 examines no interactions
but combined political risk variable (POL). The last model in fixed-effects estimations
replaces stocks traded (ST) with stock turnover (STURN).

Finally Table 10 illustrates cross-section random effects and the modeling
strategy is the same as in between regressions since we do not have interaction variables
here. In fact, all three models provide similar results for some explanatory variables, and
in our final conclusions, we consider all regression analyses; however, we depend more
on our random-effects model since random-effects model provides better estimators than
the other models as we discussed in the panel estimation section of this essay. In addition,
for robustness check of our results, we perform a robustness test by excluding US data
and running the cross-section random-effects regressions for all stages and early stage
VC investments excluding US. The results for robustness check regressions are provided
in Table 11.

Before starting the regression analyses, we want to emphasize several issues.
First, to date, researchers have focused on linear regressions in their empirical analyses.
Making linear assumptions, they have documented the results for the main determinants
of VC investments. In fact, VC activity does not have to be a linear function of the
determinants identified in this essay, because of venture capitalists’ investment behavior.
Hence, we believe that the VC investments follow nonlinear mechanisms. One of the
advantages of non linear models is that almost any function that can be written in closed
form can be incorporated in a nonlinear regression model. Unlike linear regression, there

will be very few limitations on the way parameters can be used in the functional part of a

' We do not want to include both EPL*GDP and BERD*TEA interaction variables in a model at the same
time since they appear to be strongly correlated. Instead we prefer to analyze them separately in our within
models.
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nonlinear regression model. By transforming our original data into natural logarithm of
all variables, we encounter nonlinear specifications'".

Second, in the complete models (Table 8, 9 and 10), we include all general
economy variables —gross domestic product growth (GDP), initial public offerings (IPO),
stocks traded (ST), inflation (INF), real interest rates (IR). As a proxy for technological
opportunities, we take in only the business expenditures on R&D (BERD)"“. The
entrepreneurial environment consists of corporate income tax rate (CITR), labor market
rigidities —proxied by the employment protection legislation- and total entrepreneurial
activity (TEA)". On the political side, our model includes four components of political
risk variable- investment profile (INV), socioeconomic conditions (SOC), corruption
(CORR), and internal conflict (INT). Among other components of political risk, these
four variables are correlated to VC activity the most. Plus, they increase the explanation
power of the model the most.

We also want to make sure that the stocks traded (ST) variable is a good proxy.
By replacing stocks traded (ST) with stock turnover (STURN) in our OLS 4 in Table 8
and Table 10, and OLS 5 in Table 9, we confirm that stocks traded (ST) is a better proxy
and show that stock turnover (STURN) is not a significant determinant of VC
investments for our sample countries. As we demonstrate; stocks traded (ST) is a very
important explanatory variable in explaining the variance in VC investment intensity
(Tables 8, 9, and 10). Since ST and STURN are strongly correlated with each other, we
omit STURN variable for the most part in drawing our conclusions.

Next, instead of considering the components of political risk separately in our
model, we also combine them into one variable and run the regressions with only
political risk (POL) variable to see if it would make a difference and/or fit better (OLS 3
in Tables 8, 9, 10). The R-squares have fallen considerably when we replace political risk
components with the combined POL variable. Still, political risk (POL) variable appears

in some cases to be significant at 1%, which highlights its importance once more in

' Descriptive statistics is calculated by using original data points instead of their natural logarithms. Yet, in
all panel estimation analyses, we regress the nonlinear specifications of the data.

"2 Due to strong correlations between the two variables, we omit the number of triadic patent families
(PAT) which was the other proxy for technological opportunities.

" Instead of interaction variables (EPL*GDP and TEA*BERD), we include only employment legislation
(EPL), and total entrepreneurial activity (TEA by themselves because of strong correlations between the
variables
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determining the variance in VC investments across countries and making our results more
robust.

Lastly, we sub-sample the data for only early stage VC investments instead of
including all stages (early and expansion) of VC investment. The reason for us doing that
is the mixed results provided in the VC literature regarding early stage VC investments.
Interestingly enough, we observe some divergence from the all-stages VC sample. The
results for the early stage VC investments regressions are represented in the last columns
of Tables 8, 9 and 10.

At this time, we start presenting our regression results from between, fixed effects
(within) and random-effects models, successively. Table 8 reports results from the
between regressions of venture capital investments on Business expenditures on R&D
(BERD), corporate income tax rate (CITR), employment protection legislation (EPL),
gross domestic product growth (GDP), inflation (INF), Initial public offerings (IPO),
stocks traded (ST), interest rates (IR), stock turnover (STURN), investment profile
(INV), internal conflict (INT), socioeconomic conditions (SOC), corruption (CORR),
and political risk (POL). The explanatory power of all regressions is high, with R%s
ranging from 54% to 95.4%. In our complete models (OLS 1-4) for all stages VC sample
(VC) and early stage VC sample (Early VC), all of our independent variables are
insignificant. Still, in our more parsimonious models (OLS 5 and 6); we find some of our
macro variables being important. For instance, in OLS 5, we see that labor market
rigidities (EPL) is significant in explaining the variances in all stages VC sample (VC).
Also, with respect to general economic variables, we observe that GDP growth and
stocks traded are statistically significant for both all stages VC sample (VC) and early
stage VC sample (Early VC). The interesting result here is that two of our entrepreneurial
environment proxies (CITR and TEA) are very important in illuminating early stage VC
intensity but not significant in determining all stages VC sample investment intensity
across our 16 countries. In other words, CITR and TEA together with GDP growth and
stocks traded help to explain the discrepancies in early stage VC investment intensity in
16 countries, while GDP growth, stocks traded and labor market rigidities seem to
explain the difference in all stages VC investment intensity across these countries.

Between regressions is important for the purposes of our study since it does not involve
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time-period dimension so that it is relevant to compare the variation of VC investments
only across countries.

In overall between regression results, we can conclude that stock traded is the
most important determinant of VC intensity across countries. This lends support to the
hypothesis advanced in previous sections that ‘high levels of stocks traded in a country
will lead to more VC intensity’. Plus, all of the significant explanatory variables have
their signs as we expected. For instance; as the total value of stocks traded in a country
increases, the VC intensity in that country also increases. Also, labor market rigidities
proxied by employment protection legislation (EPL) is negatively related to VC
investment activity. As expected in our hypothesis on labor market rigidities; when labor
market in a country becomes more rigid, VC activity in that country diminishes.

In fixed-effects (within) regressions (Table 9), our models’ explanatory powers
still remain high ranging from 70.4% to 82.3 %. We confirm that the total value of stocks
traded (ST) is again one of the most important determinants of VC investment intensity
for our all stages VC sample (VC) investments. Yet, stocks traded variable is less
significantly important for our early stage VC (Early VC) investments. The
socioeconomic condition emerges to be another important determinant of VC investments
for both our all stages sample and early stage VC investments. Corruption is also
statistically significant and negatively associated with both all stages VC sample and
early stage VC investments. Remarkably, we find that internal conflict is only significant
for our early stage VC investments, which shows that early stage VC investment activity
is highly influenced by the condition of internal conflict in a country. Perhaps, VC
investors evaluate the internal conflict conditions of relevant countries more when the
firms requiring financing are at early stage. On the other hand, such as in expansion
stage, the firms’ characteristics together with economic conditions in the related countries
may be more prominent in the eyes of VC investors.

Another striking result shown in Table 9 appears to be that the coefficient of IPO
is positive and statistically significant for only early stage specifications (EarlyVC OLS
1, 2, 4 and 5). On the other hand, we find that IPO is not significant for all stages VC
sample. Regarding to our early stage results, we could provide another explanation for

why the coefficient on IPO is positive. This alternative explanation involves reverse
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causality. Since VC investments end up as IPOs, a higher level of early stage VC
investments will lead to higher level of IPOs eventually. In other words, our coefficient is
positive and significant not because more IPOs lead to more VC investments, but because
higher levels of VC eventually show up as greater amounts of IPOs.

In addition, in line with Gompers and Lerner (1998), we find that interest rates are
significant determinants in explaining the variances in the early VC investments. Our
result confirms that the real interest rate is positively and significantly related to early

stage VC investments (EarlyVC 1, 2, 4, and 5).
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Finally, in our cross-section random-effects, we verify that the total value of
stocks traded (ST) is one of the most significant determinants in explaining the
divergences of VC intensity in early and all stages (OLS 1, 2, 3, and 6). Again, repeating
the within regression results, real interest rate (IR) is also important for early stage VC
investments but not for all stages. One of the remarkable results here is that inflation
appears to be very important (significant at 1% in most cases) for both early stage VC
and all stages VC sample. Yet, despite the fact that we expect a negative relationship
between inflation rate and VC investments, we find that they are positively linked. Since
inflation has not been taken into account in VC literature, we expect that this economic
variable should be observed more in VC studies. For now, we cannot find any reasoning
for the positive relationship between inflation and VC investments. We also find that total
entrepreneurial activity (TEA) is almost equally important for all stages of VC
investments (OLS 1-5). As the total amount of entrepreneurial activity in a country
increases, VC investment activity also moves up. GDP growth is important for early
stage VC investments but less important for all stages (OLS 2, 4), which proves that VC
investors scrutinize general economy more when screening out early stage firms than
they do in the case of expansion stage firms. Labor market rigidities appear to negatively
affect VC investments intensity in both early and all stages (OLS 2, 4, 5).

On the political side, we discover that for all stages, investment profile (INV) and
socioeconomic conditions (SOC) are the most important political risk components that
determine the discrepancy in VC investment intensity in 16 countries (OLS 2 and 4). Yet,
corruption is another factor which is negatively linked and significant at 5% level for all
VC stages in our complete models (OLS 2). As expected in our corruption hypothesis,
VC investments are deteriorated with an increase in corruption in the associated country.
When we run the EGLS (estimated or feasible general least squares) on all and early
stages VC investments including only the combined political variable (POL) instead of
single political components; we find that combined political risk (POL) is tremendously
important and with a positive sign. Political risk variable is constructed by adding the
total risk points of 12 components. The minimum number of points that can be assigned
to each component is zero, while the maximum number of points depends on the fixed

weight that component is given in the overall political risk assessment. In every case the
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lower the risk point total, the higher the risk, and the higher the risk point total the lower
the risk. This is why we obtain a positive relationship between overall political risk
(POL) and VC investment intensity (VC). We believe that this result is not surprising and
as a result, we confirm that political risk factors can be important determinants of VC
investments in 16 countries across time.

Validating between and within regression results, we furnish no evidence of
importance for stock turnover. We are also disappointed with the insignificance of
business expenditures on R&D (BERD) variable since this variable was one of the first
variables which came into our minds in starting this work. This surprising result
illustrates that the demand for VC investments is not much sensitive to business research
actions. Perhaps, in a later study, one can attempt to analyze this variable using another
proxy.

On the other hand, in our random effects setting, we also provide evidence of
employment protection legislation (EPL) for being significant in all stages VC
investments, where as it shows little less importance in early stages of VC investments.
At last, IPO seems to be not significant in most models, but in only one parsimonious
model for early stage VC investments, it is significant at 10% (Early VC OLS 6).

Finally, as a robustness check of our results, we analyze a sub-sample of 15
countries (excluding US) over 1995 to 2002 in random-effects settings. We exclude US
data since it seems to be an outlier in the case of VC investment intensity across
countries. Excluding this outlier data does not change most of our results. Table 11

presents our robustness check results.

1.5. Conclusions

The VC industry around the world has been growing in the last two decades. This
growth has received particular attention from academicians and professionals. Yet, the
macro and political determinants of VC intensity around the world have drawn little
consideration. In this essay, we focus on various macro and political factors that may
possibly influence the VC intensity around the world. We contribute to the existing
literature by introducing traditional determinants of VC investments as well as new

potential indicators such as inflation, entrepreneurial environment and technological
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opportunities. On the political side, this essay is the first to analyze political risk factors
to explain the variance in VC intensity across time and countries. To achieve that, we use

International Country Risk Guide’s PRS political risk database.
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Our main results can be summarized as follows. With an annual data from 16
countries between 1995 and 2002 in non linear specifications in our between, fixed
(within) and random effects models, we discover that the most important determinant of
VC investment intensity is the total value of stocks traded (ST). Not too much in line
with Jeng and Wells (2000), we can only provide evidence for the significance of IPO in
our fixed effects model and for only for early stage VC investments. In line with
Gompers and Lerner (1998), we also demonstrate that GDP growth (GDP) is significant
in explaining the variances in VC investments. In addition, we present evidence that
corporate income tax rate (CITR), total entrepreneurial activity (TEA), inflation (INF),
labor market rigidities (EPL), and some of the political risk variables —investment profile
(INV), socioeconomic conditions (SOC), corruption (CORR)- are other important
determinants of VC investments in all stages (early and expansion) (Table 10). Finally,
we believe that by introducing new potential variables such as inflation, technological
opportunities (BERD) and entrepreneurial environment (EPL, CITR, TEA); we present

new opportunities for further research and empirical investigation.
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