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Abstract

We use a sample of 304 European firms traded iorext to investigate whether firms
use risk management instruments for hedging orspaculative purposes. Using standard
methodology, firstly, we test the relationship begéw firm value and financial risk exposures.
We find evidence that sample firms’ exhibit highparcentages of financial risk exposures
when compared to previous studies.

Subsequently, we investigate the determinants ranfiial exposures. We argue that
hedging policies affect the firm’s financial riskposure; however, we do not discard the fact
that the magnitude of a firm’'s exposure to riskee@t hedging activities. We find that
hedging is significantly associated with finangmilce exposure, but only in the scope of
exchange risk and commodity risk exposure. Ourli®eswe also consistent with the idea that

financial risk exposure and hedging are endogegaatited.
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1. Motivation and overview

Over the last three decades we have assisted itcagase in the volatility of the prices of
financial and nonfinancial assets. In face of taality, risk management activities have
become standard practices for firms facing findngsks. At first glance, this development
seems to highlight the potential benefits perceilsggdcorporate agents at the firm’s value
level. However, despite the current popularityiskrmanagement, there is a large discussion
in academic literature concerning the truthful cdmition of risk management to firm value
(e.g., Carter, Rogers, & Simkins, 2006; Jin & Jofi2006).

The vast majority of the existing empirical litareg has attempted to show that the use of
derivatives as a hedging mechanism can be valuanenty; initially, by trying to uncover
which theory of hedging best describes firms’ uselerivatives (e.g., Bartram, Brown, &
Fehle, 2009; Mardsen & Prevost, 2005; Tufano, 19@&r, by testing directly the impact of
risk management activities on firm value (e.g.afdnnis & Weston, 2001; Guay & Kothari,
2003; Jin & Jorion, 2006). Implicit to these tebi@s been the assumption that firms use
derivatives solely for the purpose of hedging. Heere despite firms’ pronouncements in
favour of derivatives use for hedging purposess ot clear whether this is the case. Indeed,
hedging, by definition, will seek to reduce thedkusf risk to which a firm is exposed. On the
other hand, when derivatives are used to take dagarof perceived market imperfections,
they will increase risk.

The view that volatility of financial prices affeca firm’s value and, therefore, the price
of its stocks is generally recognized by economistsancial analysts and corporate
managers. In this context, there is substantialitheature concerning nonfinancial firms that
suggests that changes in financial prices (forexghange rate, interest rate and commodity
prices) affect firm’s value. However, these studiase met limited success in documenting
significant financial price exposures. They focusstly on foreign exchange exposures (e.g.,
Hagelin & Pramborg, 2004; He & Ng, 1998; Jorion9@P or (less often) on interest rate
exposures (e.g., Bartram, 2002; Sweeney & Warg&6)19In contrast, the impact of
commodity price changes on corporations is analysdy in a few studies (e.g., Bartram,
2005; Tufano, 1998). Studies from authors suchaa®d (1990), Hagelin and Pramborg
(2004) and Bartram (2005), among others, find tmy a percentage of their sample firms
show significant exposure to financial price risks.

A priori, if companies are exposed to financial price riskd if they use derivatives to
manage one or more of those exposures, a chante sensitivity of their stock returns to

those risks would be evidence that the market setctrisk management activities. Until
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recently, little effort has been directed towardslgsing whether firms are successful or not
in reducing risk pertaining to financial price espoes when hedging instruments are used.
To the best of our knowledge, the study from He ldgd1998) is the first one to suggest that
the extent of exchange rate exposure is deternbgdte firm’s hedging activities. In line of
this study, other recent works, such as the omas &llayannis and Ofek (2001) and Hagelin
and Pramborg (2004), documented a significant temludn foreign exchange exposure
sustained by the use of currency exchange dereatiSubsequently, in a recent study, Bali,
Hume and Martell (2007), based on a sample of fioh$our selected industries, analyse
simultaneously the three categories of risks and that hedging with derivatives is only
significantly related to commodity price exposuBespite the fact that the majority of
existing empirical literature relates to the impliassumption that firms that do not use
derivatives are not hedging, recent research adamimes the association between exposure
and proxies for firm’s on-the-balance hedging atiés (e.g., Allayannis, lhrig, & Weston,
2001; Carter, Pantzalis, & Simkins, 2003; HageliP&mborg, 2004; Williamson, 2001).

In this study we address the key issues mentiobedea Namely, we intend to analyse
whether firms use risk management instruments éolghng or for speculative purposes. We
use monthly returns of 30&ms listed in Euronext during the period from BEB0O08. The
data from the four countries with stocks traded Baronext — Belgium, France, The
Netherlands and Portugal — are well adapted toetbts we propose to do. The economy of all
four countries can be considered well industrialiaad open, the capital market is considered
generally unrestricted and trading partners aratypa the same conditions.

We pursue Jorion (1990) and Allayannis and OfekO{20two stages procedure to
investigate, firstly, the relationship between fisalue and exchange risk, interest rate risk
and commodity price risk factors, all together; aftgérwards, the effect of hedging activities
and firm’s real operations on financial price expes estimated in the first stage. As an
alternative to standard derivative proxies usedri@vious studies, our proxy of hedging
activities is a dummy variable that accounts siamébusly for the use/non-use of on-balance
sheet and off-balance sheet hedging instrumentsatggory of risk. Our primary assertion
relies on the fact that hedging policies affectfihm’s exposure to changes in financial price
factors; however, we do not discard the fact thatrhagnitude of a firm’s exposure to risks
affects hedging decisions. Indeed, one of our dmutions relies on the fact that we recognize
financial price exposure and hedging as endogenaletermined. As a result, in order to
avoid spurious regression results, we develop gesysf simultaneous equations and apply

Seemingly Unrelated Regression (SUR) procedure.



This paper quantify the impact of the use of déieaand non-derivative instruments on
financial price exposures, making use of a broadenple of nonfinancial firms across all
industries. Besides, there are few published pagieosit hedging activities by means of data
from Continental Europe, namely with data basedtlm new International Accounting
Standards that require detailed reporting on dévies® and none that we know use data on a
sample formed by the four selected countries. leamlore, we are motivated by the lack of
empirical evidence concerning the interrelationsbgiween financial price exposures and
hedging, which we believe is scarcely investigated limited to the US (Cartet al., 2003).

In line with this, we believe that it will be uséfio test this interrelationship in Continental
Europe considering the three mainly categoriesnanicial price risk and the broad array of
hedging techniques reported by firms.

The remainder of the paper is organized into foorarsections. Next section presents
empirical evidence related to the financial pricgasures, namely foreign exchange rate
exposure, interest rate exposure and commodite erposure and explores the determinants
of these exposures. This is followed by the desionpof the sample and the methodology

(section 3). Section 4 contains the empirical tssiinally, section 5 concludes the paper.

2. Empirical evidence on financial price exposwesonfinancial firms

Financial risks for nonfinancial corporations cats+ broadly defined — of unexpected
changes in foreign exchange rates, interest rags@nmodity prices. In this sense, financial
price exposure can be defined as the influencénah€ial price changes on the future cash
flows of the firm. Since firm value is representggthe present value of future cash flows,
financial price exposure is the sensitivity of fimalue to financial price changes. Initial
research in this area analyses stock returns tgideoempirical measures of corporate
exposure to financial risks. Most of this resedral been devoted to exchange rate exposure
(e.g., Jorion, 1990; Williamson, 2001) and whilengohas tested for interest rate exposure
(e.g., Bartram, 2002), this has been largely foarcial firms (e.g., Oertmann, Rendu, &
Zimmermann, 2000). Subsequent research investigahtesffect of financial hedging in
financial risk exposures, predominantly in foregxchange exposure (e.g., He & Ng, 1998;
Nguyen & Faff, 2003), and more recently a small bamof studies examine also the ability
of operational hedging to reduce risk exposures,(€arteret al., 2003). In Appendix A we
present a detailed description of the reviewed papeounding this matter.

® International Accounting Standards 32 and 39 Hmeen mandatory in European Community since 2005.
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The focus of existing empirical exposure studiedareign exchange rate risk has been
justified with the argument that exchange rate regiresents a major source of risk, due to its
higher volatility, when compared to other financmices (Jorion, 1990). Nevertheless, a
comparison of the standard deviations of varionarfcial prices (exchange rate, interest rate
and commodity price) reveals that in recent yearsrest rate and commodity price display
even higher volatility than foreign exchange ra@arfram, 2005§. Therefore, the impact of
interest rate and commodity price changes on fialuer can be classified as an important

issue for corporate risk management.

2.1. Foreign exchangerate exposure

Dumas (1978) and Adler and Dumas (1980) defineigarexchange rate exposure as the
effect of unanticipated exchange rate movementéironvalue. Later, in a seminal paper,
Adler and Dumas (1984) suggest that exchange aatde estimated by the slope coefficient
in a linear regression of the value of a firm owleange rates. Moreover, Adler, Dumas and
Simon (1986) suggest the use of stock returns anbdamge rate changes in order to avoid
statistical difficulties related to the stationgrif series. Thus, foreign exchange rate exposure
can be measured through a simple time-series magrethat considers the change in firm
value (represented by stock returns) as the depéndeable and the exchange rate changes
as the independent variable. To prevent misspatibic of the model, Jorion (1990) add the
return on the market index to control for markewveroents:

Rit = Boi+ Pri Rst + Bai" Rme + €t (1)
where, R ; is the rate of return on th& firm’s common stock in periot] Rs; is the rate of
change in a trade-weighted exchange rate (in dp#arunit of foreign currency) in peridgd
and Ry is the rate of return on the CRSP (Centre for Rebem Security Prices) value-
weighted market inde)3;; represents a firnis exchange rate exposure independent from the
effect that these currencies have in the overatkatgs,; firm i's return sensitivity to market
risk ands; ; denotes the white noise error term.

Examining the monthly stock returns of 287 US nmaitionals in the period from 1971-
1987, Jorion (1990) finds that only about 5,5% loé firms are significantly exposed to

* We corroborate Bartram’s (2005) assertions, whercalculated the standard deviations of the mon#tlyrns
of various financial prices risk factors during fheriod 2006-2008. To represent the exchange aisiof we use
a trade-weighted exchange rate index — the Eusx@fe index (which covers 22 currencies); to repnt the
interest rate risk factor we make use of the thmeeth Euribor; and to represent the commodity prisle factor
we consider the Euronext Rogers International Coditpdndex. The calculated monthly volatilities arg85%,
5,82% and 7,3%, respectively.
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exchange rate risk. He finds, however, that nineodud4 foreign firms listed on the NYSE
have significant exposures.

As discussed in Bartov and Bodnar (1994) and irrsd\wther papers, an appreciation in
the domestic currency makes exporting goods moperetve in foreign currency territory,
and this may lead to a fall in foreign demand. @ouently, the exporting firm’s value would
hurt by an appreciation of the domestic currenay.tk® other hand, importing firms would
benefit from the appreciation of the domestic aueyebecause their imports would become
cheaper. As a result, tha; coefficient should be negative for importing andsifive for
exporting firms.

In line with Jorion (1990), several other studiesr@vcarried out. For firms on the stock
market in the US, researchers have applied vaspesifications of the Jorion’s framework to
investigate the significance of exposure for patéic samples of industries or firms, including
multinationals firms (e.g., Amihud, 1994; Choi &aBead, 1995; Jorion, 1991), nonfinancial
firms (e.g., Allayannis & Ofek, 2001; Crabb, 2002ims in the automotive industry
(Williamson, 2001) and broader sample of industfeeg., Bodnar & Gentry, 1993).

Amihud (1994) finds no significant exchange ratgasure for a sample of 32 US
exporters from 1982 to 1988. To some extent, Cimal Rrasad (1995) provided strong
evidence of significant exposure. They examinecdapde of 409 multinational firms that
have foreign sales, profits and assets of at &%t of their respective totals. About 15% of
the firms are significantly exposed. Furthermor@ydBar and Gentry (1993) show that
roughly 30% of industries in the US, Japan and @Gareave significant exposure to exchange
rate movements. However, they find that the peeggnof industries significantly exposed is
smaller for the US than for Canada and Japan, whitk forward that industries in smaller
and more open economies are likely to be more epts exchange rate risk. In the case of
Williamson (2001), that analyses automotive indugtrthe US, significant exposure occurs
only for certain firms.

Whereas most papers focus on US financial marlsstgeral studies have also been
surveying other markets, such as Japan (Bodnar &tr(ge1993; He & Ng, 1998;
Williamson, 2001), Canada (Badt al., 2007; Bodnar & Gentry, 1993), Australia (Khoo,
1994; Nguyen & Faff, 2003), Sweden (Hagelin & Prangp 2004; Nydahl, 1999), and broad
samples of countries (Bartram, Brown, & Minton, @))lamong others. In general, these
studies have had somewhat more success in docurgeatisignificant contemporaneous
relation between firm’s stock returns and change®srieign exchange rates. For example, He

and Ng (1998), studying exchange rate exposureapénkse multinational firms over the
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period from 1978-1993, find that roughly 25% of th&l firms in the sample yield significant
positive exposure coefficients. Also, Nydahl (199%)alysing the exchange rate exposure of
Swedish firms with a foreign sales ratio of at teE3%, finds that approximately 26% of the
47 firms in the sample are significantly expose@xohange rate changes. On the other hand,
Khoo (1994), examining the foreign exchange rat@osure of mining companies in
Australia, finds very weak evidence of such expestite binds this lack of exposure to the
extensive use of hedging by mining firms. Summipgthe empirical evidence on the impact
of exchange rates on firm value in non-US marketsi conclusive either.

A controversy point in Jorion’s augmented marketdgiaoncerns the definition of the
exchange risk factor. The empirical literature ofeEamploys one of the following proxies: a
trade weighted exchange rate or a bilateral cuyresxchange rate, this last under the
assumption of a dominant trading currency thatcédéfalmost all the firms in the sample. The
aforementioned studies typically use a trade-wemjlgxchange rate index (e.g., Batlial.,
2007; Bodnar & Gentry, 1993; He & Ng, 1998; Jorid®90, 1991). Despite the view of
Williamson (2001), among others, that points ouklaf power to the tests using a trade
weighted of currencies, when the firm is mostly @sgd to only a few currencies, Nydahl
(1999), employing alternatively a trade weightedh&ange rate index and a bilateral currency
exchange rate, concludes that there are not ssgnifdifferences.

In what respects sampling frequency, the use of thipndata is recurrent (e.g.,
Allayannis & Ofek, 2001; Balet al., 2007; Bodnar & Gentry, 1993; Choi & Prasad, 1995;
Jorion, 1990). Allayannis and Ofek (2001) justifystoption by the fact that daily and weekly
exchange rate indices frequently exhibited probledmisalignment between stock return

and exchange rate series.

2.2. Interest rate exposure

The majority of interest rate exposure studiesrastricted to financial firms, which have
mainly financial assets and, thus, are expectesklobit different sensitivity with regard to
changes in interest rates, when compared to nordiakfirms. At the same time, financial
firms have the ability to manage their intereseresk more accurately because they use
sophisticated techniques for the identification apgntification of interest rate exposures.
However, changes in interest rates are also impiida nonfinancial firms. First, interest rate
risk impacts on the value of nonfinancial firmsaigh changes in cash flows generated by
operations, which arise due to interest rate dieftgct on the cost of capital inherent to

investment decisions. In addition, there may beréuat effects of interest rate risk on the
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competitive position of firms, impacting also oreithexpected cash flows. Finally, interest
rate risk may influence firms’ value due to changethe value of their financial assets and
liabilities.

Within the scope of nonfinancial firms, very litéenpirical evidence is found concerning
interest rate risk impact on firm value. Sweeneg 8viarga (1986) conducted an extensive
study of interest rate sensitivity and pricing re tUS stock market. They concluded that
changes in the government bonds yields clearlycaftea much larger extent electric utilities
industry than the NYSE firms as a whole. Similargsearch on the interest rate sensitivity of
nonfinancial firms outside the US is relatively sgg| Prasad and Rajan (1995), using a
sample of four industrialized countries in the pdrifrom 1981-1989, group individual stock
returns data into industry-based portfolios. Thiegults indicate that interest rate risk varies
among countries and that there are industries sighificant exposure to interest rate risk,
specifically in Japan and Germany. Confirming thessults, Bartram (2002) also reports a
significant rate exposure in German nonfinanciaih§, which is confirmed when several
interest risk factors are used.

According to the existing evidence, most of the eitgl studies on interest rate risk are
based on a two-index model developed by Stone (19¥Hich includes an interest rate
change factor in addition to the traditional markelex.

2.3. Commodity price exposure

The economic commodity price exposure describegffieet of unexpected price movements
of commodities on firm value. This effect is printardetermined by firms’ economic
business activity. On the other hand, indirect effects result frome tleconomic
interdependence of companies in the economic velhan® In general, a relevance of a
commodity as an input (output) factor should lead hegative (positive) exposure.

Despite the fact that changes of all productiortdi@con the range of products have,
potentially, a direct economic effect on the firngs'st and/or revenue, only some inputs and
outputs, namely commodities, are traded on the/@p@iitures exchanges of international
financial markets. Apart from the use of excharrgedd derivatives, OTC contracts such as
swaps, forwards or more complex financial prodwas also be used to hedge commaodity
price risk. As well, the price of various commoelitithat are not exchange traded can be

® For example, energy products are primarily relevéor the power, oilrefining, rubber/plastics, and
transportation industries.
® For example, impact on competitiveness, pass-tirafi commodity price changes to costumers.



hedged via cross hedging. This is achievable whem price is highly correlated with some
other commodities for which derivatives are avddalSo, it seems unquestionably the
effectiveness of commodity risk management on codiip@rice exposure reduction; yet,
very little attention to this matter has been ated to date at the empirical literature level.

Exceptions are made to several empirical studiesecbaon American gold mining
industry (Petersen & Thiagaranjan, 2000; Tufan®8)9gas and oil industry (Jin & Jorion,
2006) and airline industry (Carteral., 2006).This is justified by the fact that companies in
those industries turn out fairly homogeneous prtgjuavhich imply relatively simple
exposure structures. On the other hand, being indsisvith strictly disclosing rules brings
about the conception of high level databases dnmanagement practices. These studies
make use of the common approach assessed indhaite — a two factor augmented market
model, which includes a commodity price changediact

The few studies that focus on commodity price eyp®sover a broad sample of
nonfinancial firms across multiple industries dne bnes by Bartram (2005) and Betlial.
(2007). Bartram (2005) makes use of a sample of@&0nan nonfinancial firms, but limits
his analysis to the sensitivity of firm value to@astommaodity price risk. Using time series
regression, he tests if commodity price risk thas mot been hedged may negatively
(positively) affect stock prices in industries fahich a certain commodity represents an
important input (output) factor in the productiomogess. The author reports that the
percentage of firms with significant exposure tonooodity price risk is in the range of 4,5%
- 15,9%. Thus, commodity price risk is not foundb® of greater importance than other
financial risks. This result is consistent with fearporate cash flows affected by commodity
price changes. In the case of the study carriedbpBali et al. (2007), the focal point is the
interaction between firm’s risk exposures, derwgdi use and firm’s real operations. Their
data set includes US and Canadian nonfinancialsfioelonging to four-industry SIC code
classifications: gold and silver mining, food prss®g, pharmaceuticals and large
biotechnologies, and primary metals processing.déwe is found that commodity
derivatives users have increasingly inherent righkosure, which may suggest that hedging
with derivatives is not always important to a fismeturn rate and may be linked to other

nonfinancial and economic factors.

2.4. Deter minants of financial price exposures
With respect to factors that influence exchange exfposure, several authors, such as Jorion
(1990), Bodnar and Gentry (1993), Amihud (1994)|lMMmson (2001), Allayannis and Ofek
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(2001) and Balket al. (2007) have found in their studies that a higleeeign involvement,
proxied by ratio of foreign sales to total salamplies a stronger correlation between a
depreciation (appreciation) of the dollar and amrease (decrease) in stock market values.

When the focus is the interest rate exposure, &artf2002) investigates two partial
exposure determinants: financial leverage and fiquidity and finds only a significant
relation between interest rate exposure and figuidiity. Instead, Balet al. (2007) consider
only financial leverage as a proxy for firm’s reglerations.

Williamson (2001), among others, argues that the kignificance of empirically
exposure coefficients reported may arise from Hut that what is really being measured is
the net exposure to exchange rates, or the exptsatreemains after the firm has engaged in
some hedging activity, whether to the use of déikrea or through its operations. Bartram
(2002) emphasized that nonfinancial firms shouldab&e to immunize firm value against
changes in interest rates to some extent by machminterest rate sensitivity of their assets
and liabilities through active risk management, Imot in the same way as financial
intermediaries. Additionally, Bartram (2005) suggeisthat firms for which commodity price
volatility is an important source of risk are lilgeto efficiently implement their risk
management strategies, rendering net commoditg poiposure perceived much smaller than
gross exposure. It seems likely that, to the extbat hedging activities are efficiently
implemented, they have a direct impact on the eadnd characteristics of a firm’s exposure.
In spite of the recognition of the influence of gady activities on firms’ exposures, only a
few authors try to incorporate the impact of hedgin exposures analysis.

In the field of commodity price exposure, Tufan@48) considers the hedging activities
to be a potential determinant of exposure. Addéllyn he tests several other potential
determinants strictly related to gold mining indystgold production quantity, gold total
reserves, average gold price, cost structure, ¢iaareverage, gold return volatility, and
percentage of assets in mining. Similarly, Jin dodon (2006) investigated the effect of
hedging with derivatives and of gas and oil reserve the commodity price exposure of a
sample of US oil and gas firms. Recently, Balial. (2007) investigated the effect of
derivatives use and of real firm’s operations, espnted by the ratio of total inventory to total
sales, on commodity price exposure.

Focusing on internal hedging strategies, Williams(#001) shows that foreign
production decreases exchange rate exposure, whidonsistent with the idea that an
exporter can counteract the sensitivity of the dish to exchange rate movements by having

costs denominated in the local currency, that isap, the success of operational hedging
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through production. Corroborating conclusions arawth by Carteret al. (2003). Others
authors try to empirically link estimated exposuoefficients with data on foreign hedging
activities. Nydahl (1999), Allayannis and Ofek (200and also Nguyen and Faff (2003)
assess data on foreign exchange derivatives u€ageret al. (2003), Hagelin and Pramborg
(2004) and Bartranet al. (2010) consider both, data on internal and extehsalging
activities. Additionally, Carteet al. (2003) account for the fact that the magnituda &fm’s
exposure to foreign exchange risk affects its haglgilecisions. In other words, they
recognize that foreign exchange rate exposure addihg are endogenously determined.
Another set of studies are based on optimal hedtjiagries, which postulate that non
hedging firms should be more exposed to currencyements than hedging companies (He
& Ng, 1998; Nguyen & Faff, 2003). Particularly, lded Ng (1998) use variables that proxy

for firm’s incentives to hedge to examine the iefigce of presumed hedging activities.

3. Sample description and methodology

3.1. Sample description

For our estimates, we use a sample restrictedamdimfinancial firms. Nonfinancial firms
typically concentrated their efforts on hedginghgactions, whereas financial firms include
both, hedging and speculative transactions in thekr management activities. Accordingly,
the initial sample includes all nonfinancial firmisted on Euronext belonging to the
following indexes at December 31, 2007: BrussdlShares (BAS) Price CAC all share§,
Amsterdam Exchanges (A-DAM) all shatesid PSI Generaf. We did not take into account
multiple listings by the same firms, selecting thain market where different alternatives
arise.

Our final sample is constructed by matching firmshvan annual report in English or
Portuguese for 2007 published on their web'sitgth firms that have sufficient accounting
data, for the same year, and, at least, 15 noningissonthly share prices reported during the
2006-2008 period on thinfinancials database. In addition, we considered only firmet th

" The BAS price index is a market capitalization gtéd index that includes the Belgian stocks thatliated
on Euronext Brussels market.

® The CAC all shares is a market capitalization Weid price index composed by all stocks listed aroBext
Paris with an annual velocity of more than 5%,5pective from market capitalization.

° The A-DAM all shares index is a market capitalizatweighted price index and comprises all shaeted on
Euronext Amsterdam market.

19 The PSI Geral index is a market capitalization \Weed index that only includes shares issued by eoiag
that are listed on Euronext Lisbon.

1 In view of the number of firms that presents arfmaport in English on the Portuguese sub-sampéemade
an exception. We have considered both, firms withual report presented in Portuguese or in English.
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have foreign sales and the necessary hedging dgati@skd on annual report. This approach
left us with 304 firms in our final sampl@ppendix B, Panel A reports how the sample size is
reduced by succeeding data requirements.

Infinancials is the source for the accounting and financiadnmfation, with the exception
of information on foreign firm sales, used in thanstruction of the variables that proxy for
firms’ characteristics. Data on inside ownershiperehobtained fronBloomberg database,
which provide for each sample firm the proportiddilon’s shares owned for each director.

Further, we search annual reports for informatioa®ut foreign sales and hedging
practices. The availability of consistent data @dding practices is of major importance in
any empirical investigation on this matter. Recampirical studies have employed qualitative
and quantitative proxies of hedging practices basedirms’ disclosures on annual reports.
However, data collected from this source is oftesomplete and differs greatly from firm to
firm, even though the quality of disclosure hasniowed with the adoption of International
Accounting Standards (IAS)amely IAS 32 and IAS 39 in January, 206%iven that many
firms in our sample report the use of hedging unms&nts but do not report their levels, we
feel that a qualitative proxy for the non-use/usé@dging instruments is more appropriate
than notional amounts. Following Judge (2006), Wweose to use a dichotomous variable by
category of risk for the use/non-use of hedgingrimsents.

Following Allayannis and Ofek (2001), the data seie a firm’s monthly returns for the
three years surrounding 2007 (2006-2008). We usade-weighted exchange risk index —
the Euro effective index2 to proxy for the foreign exchange risk factor. Titexy used to
represent the interest rate risk factor is the edmenth Euro Interbank Offered Rate
(Euribor). Both the nominal effective exchange iate the three-month EURIBOR data were
obtained from the European Central Bank. To reptedee commodity price risk factor we
consider the Euronext Rogers International Commaddidex (RICI) provided by Uhlmann

Price Securities? The MSCI Euro index provided by Morgan Stanley i@dgnternational

12|AS 32, Financial Instruments: Disclosure and Presentation, and IAS 39 Financial Instruments: Recognition
and Measurement, both issued by the International Accounting Stadd Board (IASB).

3 The trade weighted Euro effective exchange ratexr(EER) covers 22 currencies. In order of weighthey
are Great Britain, USA, Japan, Switzerland, Swed&npa, Hong Kong, Taiwan, Denmark, South Korea,
Poland, Singapore, Czech Republic, Russia, Tulkemgary, Malaysia, India, Norway, Canada, Thailand
Brazil.

* The RICI represents the value of a basket of codities employed in the global economy, ranging from
agricultural and energy products to metals and ralee The value of this commodity basket is trackéa
futures contracts on 35 different exchange-tradegsioal commaodities, quoted in four different cucies,
listed on eleven exchanges in five countries.
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Barra is used as proxy for equal-weighted returrsket index> Finally, we use gross
national product per capita to measure countrynfired market development (Lel, 2009)
which originates from th&/orld Economic Outlook databasél nternational Monetary Fund).
Firms are classified into industries accordinghe tndustry Classification Benchmark
(ICB) classification codes in th&nfinancials database. This procedure results in firms’
distribution by nine industries. Appendix B, Palelnd C show the country and industry
composition, respectively. The largest industryd(isirials) represents 27,6% of the sample.
Because of our reliance on English language amepalts, the country composition is biased

toward Belgium and The Netherlands.

3.2. Methodology

We use a two-step approach procedure to investihateffect of firm’s hedging activities
and real operations on its exposure to financsksti Following Baliet al. (2007), this study
provides more complete estimates of firms financisk by extending Jorion (1990) and
Allayannis and Ofek (2001) exposure models for emcy exchange risk, to also include
interest rate and commodity price risk. In thetfstage, we estimate the stock exposure of
each firm in our 2007 data. In the second stagesxaenine the relationship between financial
price exposures already estimated, hedging aetsvénd firm’s real operations.

A) Time series analysis. Measuring stock price exposure

As mentioned in the previous section, the currgpreach adopted in literature to
estimate a firm's stock exposure to financial prmk is a two factor augmented market
model. In line with Baliet al. (2007), in the first stage regression we prowedémates of
individual firm’s exposure by category of risk ugia four-factor augmented market model:

Rit = Poi+ Bri* FXe + Bai ARy + B3 CPe + By - MSCI + € (2)
where
Rt = the stock rate of return for firmin montht is computing using the

following expression:

Ri,t — Pi,t 'Pi,t—l (3)

Pit—1

where,P refers to the closing price for the time seriesuday 31, 2006

!> The MSCI Euro index is a subset of the MSCI ParsBndex and includes the largest and most liqtidks
from the ten European Union countries. The coustieluded in the index are: Austria, Belgium, Bird,
France, Germany, Ireland, Italy, The NetherlandstUgal and Spain.
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until December 31, 2008. The returns are adjustedhie payment of
dividends and stock splits;

FX: = the rate of return on a moving trade-weighted ayeraxchange rate
index in period;

AIR. = the monthly rate of change in the short-term irderate factor in period
t;

CP; = the monthly rate of return on a commodity indey@niodt;

MSCI; = the monthly rate of return on the MSCI Euro indexeriodt,

g¢ = nhoise error term.

In equation (2) each non-intercept tefmepresents a firm’s exposure by category of risk.
The coefficientf;; represents the exchange rate exposgyerepresents the interest rate
exposure fs; represents the commodity price exposure gndirm i's return sensitivity to

market risk.

B) Cross sectional analysis: Determinants of financial price exposure

Previous studies (e.g., Allayannis & Ofek, 2001;rt@aet al., 2003; Hagelin &
Pramborg, 2004; He & Ng, 1998; Nydahl, 1999) anadithe efficiency of hedging activities
by examining the determinants of the financial @rxposure in a cross sectional regression
with the exposure coefficients estimated for eatlegory of risk as the dependent variable.

Carteret al. (2003) suggest that financial risk managementthadevel of exposure are
possibly endogenous. Several other authors ar@iditins with more exposure have higher
probabilities of becoming hedgers (e.g., Bartreinal., 2009; Lel, 2009). In that sense, if
financial exposures and hedging activities areriatated, then financial exposures should be
a function of hedging activities and of firm’s reaerations (Baliet al., 2007; Bartram,
2002). Similarly, hedging instruments usage shdwdda function of the financial price
exposures magnitude and of other factors alsoecthaith firms hedging decisions. In order
to determine whether this is the case, the follgvapstem of simultaneous equations for each

category of risk is formulated:

() For exchange rate exposure:
|Bri| = o + @y - DUM_FX; + a, - FS/TS; + n; (4)
DUM_FX; = 8 + 8y - |B1i| + 82 - TAX; + 85 - LEV; + 6, - CAPEX; + &5 - PE; +
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(i)  For interest rate exposure:

|Bai| = a0 + @y - DUM_IR; + a, - LIQ; +1; (6)

DUM_IR; = 8y + &1 * |Ba,i| + 65 - TAX; + 85 - LEV; + &, - CAPEX; + &5 - PE; +
8¢ - INS; + 8, - ASSET; + 8g - DIV; + 8 - GDP; + &; (7)

(i) For commodity price exposure:
|Bs.i| = a0 + @y - DUM_CP; + a, - TI/TS; +1; (8)

where:

DUM_CP; = 8y + &1 * |Bsi| + 65 - TAX; + 85 - LEV; + &, - CAPEX; + &5 - PE; +
8¢ - INS; + 8, - ASSET; + 8g - DIV; + 8- GDP; + &; (9)

1Bl
|-

|31
ASSET

CAPEX
DIV

DUM_FX

DUM_IR

DUM_CP

FSTS

GDP

INS
LEV

LIQ

PE
TAX
TI/TS

magnitude of the exchange rate exposure;

magnitude of the interest rate exposure;

magnitude of the commodity price exposure;

natural logarithm of total assets;

ratio of capital expenditures to total assets;

dividend yield, measured by gross dividend per estdivided by
closing stock price;

dummy which is assigned a value of 1 if a firm useternal and/or
internal foreign exchange hedging instruments;ddherwise;
dummy which is assigned a value of 1 if a firm useternal and/or
internal interest rate hedging instruments; O =otlise;

dummy which is assigned a value of 1 if a firm useternal and/or
internal commodity hedging instruments; O = othepni

ratio of foreign sales to total sales as a proxyfifon’s real foreign
operations;

natural logarithm of gross national product peritegp

percentage of ordinary shares held by insiders;

financial leverage, measured by ratio of total delibtal assets;
ratio of cash-flow to total assets as a proxy e éxpected costs of
financial distress;

price earnings ratio;

net operating losses to total assets;

revenues from commodity operations, measured by it total

inventory to total sales;
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In our estimation of equations (4), (6) and (8) test if a firms’ use of hedging
instruments affects its exposure to the underlyiak factor. If firms use risk management
instruments’ as a hedge against financial risk eypes, the absolute value of exposure
should be negatively related to risk managemerttiineents usé® If, on the other hand,
firms use risk management instruments, namely d&ves, to speculate, we should expect a
positive relation between risk management instrusi@rse and the absolute value of inherent
financial price risks. Additionally, in equationd)( (6) and (8) we test if a firm’s real
operations are important determinants of spedsic exposure. With respect to exchange rate
exposure, is expected that net exporter firms eixhilpositive exchange rate exposure when
euro appreciates. In contrast, if a firm is a mepaorter the appreciation of the euro should
produce a negative exposure. On the other hand, goren exposure, an increase in revenues
from foreign operations should always increase swpm However, when we take the
absolute value of exchange rate exposure, we cdwyputhesize any relation between the
absolute value of exposure and the ratio of foreigles to sales (e.g., Allayannis & Ofek,
2001). Similarly, we take the same approach forrooutity price exposure, supported on the
fact that commodities can be identified empiricatlya particular industry either as an input
factor or as an output factor in the productioncpss (Bartram, 2005). In what concerns
interest rate exposure, we hypothesize, similarlBartram (2002), that firms with high level
of liquidity have less significant expected costsfinancial distress. As a result, one can
expect the interest rate exposure to be negatredyed with firms’ liquidity.

In line with the optimal hedging theory, the ratbnet operating losses to total assets
(TAX) proxy’s for the convexity of firm’s tax scheduléBhe great majority of the variables
that are used to test the relation between taxesdamivatives usage are based on the
existence of net operating losses (e.g., Géczytalin& Schrand, 1997; Howton & Perfect,
1998; Marsden & Prevost, 2005; Nance, Smith, & 8sah, 1993; Tufano, 1996). Usually,
the hypothesis tested is as follows: the greateffitin’s probability of incurrence in tax loss
which will be carried forwards, the greater the hatoility of the firm’s engagement in
hedging should be. Therefore, we expect a posithefficient for the tax variable.

The second control variable is leverag&\), which is a proxy for the probability of
financial distress (Lel, 2009; among others). Wpeet firms with greater degree of financial

distress to engage more often in hedging activitMsasuring financial distress costs by

'8 1n what respects exchange rate exposure, the fusgkananagement instruments should decrease ageha
rate exposure for firms with positive exposures emetdease (decrease in absolute value) exchangexabsure
for firms with negative exposures.
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leverage levels relies on the implicit assumptibat tfirms with important gearing in their
capital structure have greater probability of fgciimancial distress. Leverage is measured by
debt ratio (e.g., Berkman & Bradbury, 1996; Gay &N 1998; Graham & Rogers, 2002).

The theory predicts that hedging can enhance finakie if it can decrease the agency
costs of debt. It was suggested that these agersty of debt are more evident in firms with
more growth options, as these firms could havegh probability of underinvestment or asset
substitution. In general, to control for this laatgument, studies include variables
representing firms’ available growth opportunitiesline with Lin and Smith (2008), we use,
to proxy for investment, the ratio of capital exgeuares to total asset€APEX), and we use,
to proxy for growth opportunities, the price tor@ags ratio PE). Hence, if risk management
is used to protect the continued funding of future®stment programs, we expect a positive
relationship between hedging activities and botiakdes.

In testing managerial risk aversion prediction, wse percentage of ordinary shares held
by insiders NS (e.g., Bartranet al., 2009; Berkman & Bradbury, 1996; Fok, Carroll, &
Chiou, 1997; Mardsen & Prevost, 2005). Risk advens@agers tend to use hedging if they
have relatively undiversified financial and humapital and if it is costly to hedge it on their
own account. Stulz (1984) and Smith and Stulz (128%ue that managers have greater
incentives to hedge when their wealth is more ¢josed to their firms’ well-being.

To control for firm size we use as a proxy the radtdogarithm of the total assets
(ASSET). We need to control for firm size because thal@shment and implementation of a
hedging programme involve some fixed costs (Nasical., 1993). Larger firms that have
access to risk management expertise, or that hewmeomies of scale in hedging costs, are
more likely to hedge than smaller firms. Howevéwere are circumstances where smaller
firms have more incentive to hedge than largerdirfor instance, smaller firms will hedge
more, because they face greater bankruptcy cobtss, The effect of firm size on hedging
activities is ambiguous and shall be empiricallytedmined. Similarly, because larger
economies are likely to have larger and more ligiméncial markets, we include gross
national product per capit&DP) to control for the availability of derivatives éheir costs
(Lel, 2009).

The presence of liquid assets could also reducend¢leel for hedging with derivatives
(e.g., Davies, Eckberg, & Marshall, 2006; Géetyal., 1997; Marsden & Prevost, 2005;
Nanceet al., 1993; Tufano, 1996). The common approach cangist using measures of
liquidity or the dividend yield. In fact, holdingash or other liquid assets allows firms to

cover temporary shortfalls in revenues and to Ifidfiort term liabilities. As a result, the

17



probability of encountering financial distress esluced. In addition, higher dividend payouts
could indicate more liquidity. We control for liglity through dividend yield B§IV) and
expect that firms with higher dividend payouts lass likely to hedge.

So, consistent with previous studies on optimalgivegl theories),, d,, ds, da, Js, o6 and
09 In equations (5), (7) and (9) are expected to dmtipe. In contrastys is expected to be
negative and; could be either positive or negative.

In a subsequent step, we investigate if an incrembedging in one category of risk may
reduce the exposure to risk in another category. thiz test we substitut®UM_FX,
DUM_IR andDUM_CP with DUM_ALL. DUM_ALL is assigned a value of 1 if a firm uses
external and/or internal hedging instruments; thexotherwise situation.

Our system of equations includes nine exogenoust@ndendogenous variables. The
order condition for identification states that if aquation is to be identified, the number of
predetermined variables excluded from the equatiust be greater than, or equal to, the
number of the included endogenous variables mimes dherefore, at least one of the
exogenous variables must be excluded from any esiegluation to identify the system.
However, our development of the system of equatisnsotivated independently from the
requirement for these identification restrictiolmslte met. As a result, regarding the order
condition for identification, the first equation obir system is over-identified and the second
equation is exactly-identified.

As can be observed, our model includes two equsitione with an observed continuous
endogenous variable that have to be estimated @ii® and the other with an unobserved
endogenous variable which requires Probit estimatio this case, the standard approach to
simultaneous equations — 2SLS or 3SLS — will leabidsed and inconsistent estimates of the
coefficients. Yet, such models can be combined mtdti-equation systems in which the
errors share a multivariate normal distribution.eTliterature has historically focused on
multi-stage procedures for estimating mixed modelghich are more efficient
computationally, if less so statistically (e.g., ddala, 1983, chapters 7 and 8), than maximum
likelihood (ML). But in the meantime direct ML fittg become more practical. Therefore, we
test the interaction between financial price expeswand hedging activities by using the
iterated Seemingly Unrelated Regression (SUR) freonle, in Gretl (version 1.9.1). Really,
iterated SUR is not a true ML estimator, but it wenrges to the same solution as ML-based
SUR.
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4. Resultsand discussion

In Table 1 we report the percentage of hedgers ramd hedgers by category of risk
instrument. As may be observed the percentage dfidie is generally high, 78,6% for

exchange rate hedgers and 61,2% for interest eatgens. Exception is made to commodity
hedging instruments usage. Only 17,8% of the fiomghe sample use commodity hedging
instruments, which may be consistent with Bartraf805) view that only few corporate

cash flows are affected by commodity price changes.

(Insert Table 1 about here)

Table 2 shows some descriptive statistics of trwvalisted variables. In average, about
24% of firms’ total assets are financed by debte Hverage value of the size variable is
16,165. This converts in about € 10.480 millionee Taverage percentage of foreign sales is
29,7%, firms’ inventory represents, on average3%s8of total sales and the average liquidity

ratio is 6,9%.

(Insert Table 2 about here)

A) Time series analysis. Measuring stock price exposure

Before we investigate the firms’ financial pricepesure, we investigate the series
stationarity properties. The augmented Dickey-FykdF) test is applied to each time series
for return on individual securities, return on Eufiective Index, the rate of change in the
three-month EURIBOR interest rate, return on theoBext Rogers International Commodity
Index, and return on MSCI Euro Index to discard ékistence of the unit root in the series
analysed. To carry out ADF regressions we havetohe number of lagged terms to include
in the test’” We performed ADF test based on a regression witbrestant and a trend, a
regression with a constant, and a regression wittanstant. We considered a maximum nine
lagged terms.

The vast majority of our time series for returnsindividual securities is integrated of

order zero; 16,1% of our time series are integratedrder one and 1,6% are integrated of

" When we deal with monthly data, Schwert (1989)gssted the following expression to determine the
number of lagged terms:

Mox Lags =Int{12 X(%OO)% }
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superior order. In what concerns the financial @rxposure factors and the market index,
they are all stationary on the levels. We also stigated the serial autocorrelation and, in line
with Fama (1990), we have applied ARMA specificatanly to the time series on the return

of the Euronext Rogers International Commodity kyde order to achieve a specification of

the variable with white noise residuals (the sdechinnovations)?

The relation between changes in stock prices amagds in financial price exposure
factors is analysed by estimating equation (2).n&ed errors of the coefficients are
estimated by using the Newey-West method to corrémt autocorrelation and
heteroscedasticity. For all the categories of rikk, regression yields a percentage of firms
with significant exposure below the 10% significahevel (Table 3).

(Insert Table 3 about here)

The interest rate exposure factor shows the higsigsificance, with a percentage of
34,9%. Additionally, with regard to the other expuas factors, firms exhibit higher
percentages of significant cases when comparedpeéious empirical studies presented in
Appendix A. For instance, for the US market, Joip@90) shows that only 5% of his sample
exhibits significant exchange rate exposure, w@hei and Prasad (1995) document that 15%
of their sample experiences significant exchangk sensitivity. Focusing on the Japanese
market, He and Ng (1998) report that about 25%eifrtsample has significant exchange rate
exposure, and for Swedish firms, Nydahl (1999) dird$% of the firms to be significantly
exposed. In fact, our results corroborate Bodnakr @entry’s (1993) assertion that firms in
smaller and more open economies are likely to beererposed to exchange rate rik.

Similarly, in the scope of interest rate exposund af commodity price exposure, our
study documents higher levels of exposure when eoetpwith the findings of earlier
studies. For German firms, Bartram (2002) findsadr interest rate exposure in the range of
6,4% to 18,8%, and Bartram (2005) finds that tlaetion of sample firms with statistically

significant commodity price exposure is roughly%,&® 15,9%.

'8 Time series stationarity analysis is availablerupeguest.

190On the year 2007, Belgian exports and imports Wér6% and 70% of GDP, respectively; French expamts
imports were 21% and 23,2% of GDP, respectivelytcBb@exports and imports were 59,4% and 52,3% of GDP
respectively; and Portuguese exports and importe &8,3% and 34,1% of GDP, respectively. In conguoem;

in the US exports and imports were only 8,3% an@%of GDP, respectively (CIA, 2007).
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B) Cross sectional analysis: Determinants of financial price exposure

In a first stage, we estimate the model with thetiooous variable (financial price
exposure) as a dependent variable in the usualofashsing OLS, while the model for the
binary choice variable (hedging activities) is mstied via Probit. HoweveQUM_CP Probit
model does not achieve ML convergence, that's whgcifically for this case, we use OLS
estimation. Besides, when we perform the normadisys the results highlights that the model
disturbance are not jointly normally distributecdahis is probably the reason why the ML
estimator process do not converge.

Similar OLS and Probit regressions have been stdndahe literature, but they ignore
the possible interrelation between financial pregosures and hedging activities. So, in a
second stage, this interrelationship is tested aitBystem of simultaneous equations, by
applying the SUR procedure on the equations (4)-€€scribed above. This procedure treats
financial price exposures and hedging as endogewausbles. The main reason for using
OLS and Probit analysis in the first stage is thatresults that are obtained by it are useful
for assessing the extent to which the results nbtaby using SUR are influenced by the use
of the technique. We present the summary of the/PidBit and SUR results in Table 4 and
Table 5.

(Insert Table 4 and 5 about here)

First stage: Unlike prior studies, the results of the OLS ragren indicate that currency
hedging activities and the degree of firms operstido not have a statistically significant
influence on the magnitude of exchange rate exgoddoreover, we investigate the fact that
an increase in hedging in one category of risk meuce the exposure to risk in another
category; specifically, we substitute the variatilat represents currency hedging by the
variable that proxy for the hedging instrumentser@mt to all categories of risOUM_ALL).
This new specification exhibits, as expected, aiBgant negative effect of hedging on
exchange risk exposure. In addition, Probit analysit forward that the magnitude of the
exposure does not have a significant influence hen variable that proxy’s for currency
hedging activities. This result is achieved alsthatlevel oDUM_ALL specification.

Within the scope of interest rate exposure the @h8& Probit analysis do not establish
any significant link between exposure and hedgiragtly, in what concerns the commodity
price exposure, OLS results indicates that commidukdging activities significantly impact

absolute exposure, but in sign opposite from whaixpected. This result indicates that firms’
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commodity hedging activities could be driven bys@as others than the management of
existing exposures; eventually commodity derivatiage used for speculative purposes. In
what concerns Probit analysis, the magnitude ofroodity price exposure, as expected, is
positively associated with commodity hedging atigas. However, when we consider the use
of the DUM_ALL specification, we do not find any significant udhce, neither in the scope
of interest rate exposure, nor in the commoditggexposure. As for the question of whether
the revenues from commodity operations impact afbsotalue of commodity exposure, all
results converge to an insignificant impact.

In examining the control variables on the equatif@)s (7) and (9), we verify that there
exists variation for the determinants of each tgp&edging instruments. The Probit results
indicate that sizeASSET) and gross national product per capi®DP) have a positive and
dividend yield DIV) a negative influence on currency hedging instmisaeisage. These
results are largely consistent with expectatiorssgdr firms that have access to risk
management expertise, or that have economies & sthedging costs, are more likely to
hedge; firms established in countries with moreaitgfinancial markets are more likely to
hedge; and, firms with higher dividend yield aresldikely to be financially constrained, so
hedge less. Also, as expected, the Probit resufliedte that sizeASSET), gross national
product per capita@DP) and financial leverageLEV) have a significant positive effect on
interest rate hedging activities. Leverage variaf@sults suggest that firms with greater
degree of financial distress engage more ofteredygimg activities.

Contrary to expectations, the percentage of orgishares held by insiderdNS) impacts
negatively on the use of currency and interest ha@ging instruments. These results are
consistent with the management entrenchment hygistland/or the signalling hypothesis
(Fok et al., 1997). Indeed, when managers accumulate stoek,cépability of outside
investors to monitor managerial non-value actisitikecreases; so, they are in better position
to become entrenched. On this matter, Morck, Shledind Vishny (1988) documented a
negative ownership-performance relationship whenagarial ownership is in the range of
5% to 25%. In our sample the average insider oviaqers around 5,0%. Thus, our results
could be driven by the management entrenchmentthgps. In what respects the signalling
hypothesis, it is suggested that higher managewalership signals a high firm value due to
the fact that managers’ interests are more aligméd outside shareholders’ interests. In the
same way, hedging may signal higher expected futash flows. So, our negative relation
between managerial ownership and hedging can hbuaéid to the substitutability between

hedging and insider ownership as a signal to ivsstFinally, and also contrary to
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expectations, net operating lossd@®\X) has a negative effect in the use of interest rate
hedging instruments. This is in line with Grahand &mith (1999) that documented a tax
disincentive to hedge when net operating lossest,dxit limited to companies with expected
losses. They documented that existing net oper&asggs provide a tax disincentive to hedge
for companies with expected losses but providenaaritive to hedge for companies that are
expected to be profitable. In fact, variables basedxisting net operating losses can work
backwards for expected loss firms. Graham and S(h@89) also show that the firms that are
most likely to have convex tax functions are smhllye expected income near zero and
alternate between profits and losses. In our sarfiptes that recently accumulate losses tend
to be small, which suggest that these firms migid the fixed costs associated with hedging
programs implementation unaffordable, and as dtrest hedge at all.

When we test if the increase in hedging in onegmaie of risk reduce the exposure to
risk in another categoryDUM_ALL specification), we achieve more consistent resaltsll
the categories of financial risk exposures. Oncaimagve verify that larger firms, higher
levered firms and firms that operate in more ligiiméincial markets are more prone to hedge.
Although insider ownership influences the prob&pibf hedging, this influence is not as
expected. As a justification, we suggest that ectied management may not consider it
important to increase shareholder value througlgined

Second stage: Finally, taking into account a possible interrielatamong financial risk
exposures and hedging, we estimate the equationgtjdand (8) along with equations (5),
(7) and (9) respectively, corresponding each paggoations to an identified category of risk,
by applying a simultaneous equations system usifig frocedure.

The results of the SUR regression indicate, as aggde that currency hedging
instruments’ usage have a negative influence ieret exposure (e.g., Allayannis & Ofek,
2001). Contrasting with Jorion (1990) conclusiowsir results do not corroborate the
predicted influence of foreign firms operationstbe magnitude of exchange rate exposure.
Surprising is the statistically evidence that thegmtude of exchange rate exposure
negatively influences hedging with currency hedgimgfruments. This result indicates that
firms’ risk management activities could be drivgnrbasons others than the management of
existing exposures; it is possible that derivatiges used for speculative purposes. As for the
DUM_ALL specification, the results of SUR regression ageivalent. Summing up, our
results corroborate the existence of a signifidatgraction between the magnitude of the

exposure and hedging activities in the extent charge rate risk.
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Within the scope of the interest rate exposure, 8#R results indicate that an
interrelation between the magnitude of interest extposure and hedging activities does not
exist. In addition, there is no significant effe¢tiquidity on interest rate exposure.

Again, our SUR results show that commodity hedgiagvities has, contrary to the
expectations, a statistically positive effect ormeoeodity price exposure. Also, we find
evidence that the magnitude of commodity exposwsitipely impact on the inherent
hedging activities, which suggests that commodégiding activities is endogenously related
to its commodity price exposure. Wh&UM_ALL specification is taken into account, we
find, in line with Tufano (1996) and Petersen armlagjarajan (2000), that hedging activities
have a significant negative effect on commoditg@mexposure. However, the positive effect
of exposure on hedging activities disappears.

Overall, we verify that the main SUR results redate the hedging determinants by
category of risk are similar to those reported an ‘dirst stage” analysis. Once more, when
we consideDUM_ALL specification, we verify that siz&$SET), gross national product per
capita GDP) and financial leveragd_.EV) have, as expected, a positive influence on hedgin
activities and thatinsider ownership INS) have, consistent with the management

entrenchment hypothesis and/or the signalling Hgsis, a negative influence on hedging.

5. Conclusions and further directions

This paper presents a comprehensive investigafitmedinancial risk exposures of European
nonfinancial firms, based on the analysis of 3odhdi during the period from 2006-2008. We

built on previous studies that have been used facitr market models to access the level of
financial risk exposures (exchange rate exposuterast rate exposure and commodity price
exposure), all together. In addition, taking intinsideration the influence of both internal

and external hedging instruments, we extend thenteavestigation on the determinants of
such exposures, recognizing that financial riskosxjpe and hedging are endogenous.

We document that our sample firms exhibit highecceetages of exposure to the three
categories of risk when compared with previous eicgdi studies. In addition, we find
evidence that hedging activities are an importagtemninant of firm’s exchange rate and
commodity price exposures, explicitty when we cdesithe interdependence between the
three categories of risk and the hypothesis of kanaous determination of exposure and
hedging activities. In fact, we find several rel@besults when we consider that the increase
in hedging in one category of risk reduces the syp®to risk in another category. As for the

association between firm’s real operations and refite exposures, we do not find any

24



empirical evidence on the matter. Our results dse aonsistent with the assertion that
exposure and hedging activities are simultaneadesigrmined, but restricted to exchange rate
exposure and commodity exposure analysis.

At last, in what respects the remaining determmarfithedging activities, there is some
evidence that firms with higher dividend yield dess likely to be financially constrained,
which means that they hedge less with exchange ingsteuments. In addition, we find
contradictory results for the tax hypothesis, namele report that our sample firms’ that
recently accumulate losses are small and hedgenvidssnterest rate instruments. This result
runs in favour of the economies-of-scale-in-hedgingument. On the whole, we consistently
verify that (i) larger firms have a stronger tencketo hedge, which supports the economies-
of-scale-in-hedging argument; (ii) higher leveredng are more likely to hedge, which
indicates that firm’s hedge to reduce the probbdf financial distress; (iii) firms acting in
more liquid financial markets are more likely todge; and, (iv) firms with high insider
ownership are less likely to hedge, which is cdesiswith the management entrenchment
hypothesis and/or the signalling hypothesis.

A possible limitation appointed to this kind of dyuis the fact that the measure of
exposure used seeks to represent already a nesweepdhat is to say, the exposure that
remains after the firm has engaged in some hedmihgity. We suggest, for further research,

the search for better measures of financial rigjosures.
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Table 1:
Summary Statistics of Hedging by Category of Risk Instrument

All Categories Exchange rate Interest rate Conityod

Obs. % ofsample Obs. % ofsample Obs. of$ample Obs. % of sample
Hedgers 263 86,5% 239 78,6% 186 61,2% 54 17,8%

Non hedgel 41 13,5% 65 21,4% 118 38,8% 250 82,2%

Note. This table reports the use of risk managementunwnts for the sample of 304 firms. The secondroal provides
data on the number of hedging and non hedging fithesfourth, sixth and eighth columns report thenber of hedgers and
non hedgers by category of risk instrument.

Table 2:

Sample Summary Statistics

Variables Mean Std. dev. Minimum aNmum
ASSET 16,165 4,135 8,790 25,950
CAPEX 0,052 0,048 -0,063 0,318
DIV 0,021 0,020 0 0,117
FSITS 0,297 0,264 0 0,985
GDP 10,276 0,244 9,641 10,438
INS 0,050 0,124 0 0,812
LEV 0,238 0,172 0 1,000
LIQ 0,069 0,106 -1,000 0,479
PE 17,422 21,186 0 217,890
TAX 0,015 0,062 0 0,469
TIUTS 0,183 0,994 0 16,986

Note The statistics reported are obtained through Guetision 1.9.1). ASSET = proxy for firm size, messl by the
natural logarithm of total assets; CAPEX = proxy fiom investment, measured by the ratio of captgdenditures to total
assets; DIV = dividend yield proxy for firm liquigi measured by the gross dividend per share divigethe closing stock
price; FS/TS = proxy for firms’ foreign real opecats, measured by the ratio of foreign sales tal tedles; GDP = proxy
for the availability of derivatives in capital matk, measured by the natural logarithm of grosemat product per capita;
INS = proxy for the managerial risk aversion, meeduby the percentage of ordinary shares held bigémns; LEV =
financial leverage proxy for the probability of dincial distress, measured by the ratio of total dieltotal assets; LIQ =
proxy for the expected costs of financial distressasured by the ratio of cash-flow to total ag$eEs= proxy for growth
opportunities, measured by the price earnings;r@dX = proxy for the convexity of firm tax schedylmeasured by net
operating losses to total assets; TI/TS = proxytfm need to hedge commodity price, measured bydtie of total
inventory to total sales. All the accounting valésh with the exception of foreign firms’ salessiger ownership and GDP,
originate from thdnfinancials database. Data on firms’ foreign sales was mapuaallected from firms’ annual reports.
Data on insider ownership originates fr@woomberg database and data on GDP originates fvidonld Economic Outlook
databasél nternational Monetary Fund).
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Table 3:
Summary Statistics on Financial Price Exposures

Panel A. Descriptive statistics of exchange raosure coefficients

All Cases Belgium France The Netherfand Portugal
Mean -0,545 -0,512 -0,600 -0,079 -1,411
Minimum -42,386 -7,149 -4,359 -7,340 -42,386
Maximum 8,413 6,012 4,351 6,258 8,413
Std. Dev. 3,204 2,315 1,727 2,232 7,272
N° positive/negative cas 112/192 28/43 37179 35/44 12/26
% significant cases 28,3% 26,8% 33,6% 26,6% 18,4%

Panel B. Descriptive statistics of interest ratpasure coefficients

All Cases Belgium France The Netherfand Portugal
Mean -0,186 -0,243 -0,183 -0,035 -0,401
Minimum -5,467 -1,704 -2,411 -0,506 -5,467
Maximum 1,066 1,025 1,066 1,042 0,560
Std. Dev. 0,546 0,559 0,503 0,185 0,943
N° positive/negative cas 108/196 25/46 43/73 33/46 7/31
% significant cases 34,9% 31,0% 35,3% 41,8% 26,3%

Panel C. Descriptive statistics of commodity pesposure coefficients

All Cases Belgium France The Netherfand Portugal
Mean -0,044 0,040 0,092 0,100 -0,208
Minimum -1,860 -0,677 -0,745 -0,990 -1,860
Maximum 1,395 1,395 1,335 0,968 0,793
Std. Dev. 0,385 0,333 0,331 0,362 0,554
N° positive/negative cas 164/140 38/33 67/49 47/32 12/26
% significant cases 22,4% 21,1% 22,4% 25,3% 18,4%

Note. This table reports descriptive statisticgsgf- the exchange rate exposure (Panel A), the isiteate exposure (Panel
B) and the commodity price exposure (Panel C) — estichfrom the following equation for the period Jary 31, 2006 until
December 31, 2008:

Rit = Boi+ Buri- FXe + Bai- MRy + B3 - CP+ By - MSCl + ;¢
whereR;; is the rate of return on th8 firm’'s common stock in periot] FX; is the rate of return on the Euro Effective Index
in periodt, 4IR is the rate of change in the three-month EURIBOR iriope, CP; is the rate of return on the Euronext
Rogers International Commaodity Index in pertpindMSCI;, is the rate of return on the MSCI Euro Index in pgti The
percentage of significant cases is achieved at dORawer levels of significance.
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Table 4:

SUR and OL S/Probit Regression Results when Hedging Variableis assigned by Category of Risk

Independent Dependent variables in the OLS/Praigigression Dependent variables in the SUR regression Predicted
variables B> DUM_FX®  |BI* DUM_IR®  []* DUM_CP Il DUM_FX I8, DUM_IR Igss  Dum_cp  Influence
Const 2,272 -13,777 2,707 -3,941
(6,64)* (-3,61)* (7,97)* (-3,73)*
1B -0,014 -0,018 +
(-0,43)* (-2,19)*
FSITS -0,083 0,036 na
(-0,12j (0,06)
DUM_FX -0,634 -1,208 -
(-1,49) (-2,85)*
Const 0,343 -17,636 0,350 -3,750
(7,50)* (-4,20)* (7,67)* (-3,37)*
B 0,073 0,011 +
(0,38) (0,23)
LIQ -0,081 -0,076 -
(-0,31) (-0,29)
DUM_IR -0,016 -0,027 -
(-0,29j (-0,48)
Const 0,267 -0,789 0,260 -0,816
(15,81)* (0,75j (15,13)* (-0,79j
8] 0,192 0,341 +
(2,27)* (4,13)*
TITS -0,010 -0,010 na
(-0,68j (-0,63;)
DUM_CP 0,078 0,151 -
(1,95)* (3,82)*
(continued)
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Table 4(continued):
SUR and OL S/Probit Regression Resultswhen Hedging Variableis assigned by Category of Risk

Independent Dependent variables in the OLS/Probit regression Dependent variables in the SUR regression Predicted
variables |B1]> DUM_FX®  |B,]* DUM_IR®  |B5]*® DUM_CP 1, ] DUM_FX I3,] DUM_IR |85 pum_cp  Influence

Control variables:

ASSET 0,062 0,154 0,008 0,015 0,038 0,008 na
(2,61)* (6,06)* (1,44) (2,67)* (6,70)* (1,43)

CAPEX 0,919 2,481 -0,424 0,296 0,623 -0,416 +
(0,52) (1,31 (-0,92) (0,63) (1,30) (-0,92)

DIV -10,225 4,006 1,315 -2,805 1,187 1,283 -
(-2,34)* (0,95j (1,14 (-2,46)* (0,99j (1,14

GDP 1,364 1,405 0,077 0,449 0,337 0,075 +
(3,67)* (3,52)* (0,75) (4,39)* (3,13)* (0,75)

INS -1,455 -2,964 -0,017 -0,389 -0,736 -0,016 +
(-2,31)* (-3,71)* (-0,09) (-2,21)* (-3,97)* (-0,09)

LEV 0,100 4,446 0,071 0,024 1,101 0,071 +
(0,19) (6,87)* (0,50} (0,17} (7,43)* (0,51

PE -0,006 0,001 -9,3¢"™ -0,002 -1,6€™ -9,1e® +
(-1,43) (0,30 (-0,87) (-1,61) (-0,14j (-0,87)

TAX -0,742 -4,591 -0,620 -0,208 -0,886 -0,600 +
(-0,51j (-1,70)* (-1,58j (-0,54) (-2,17)* (-1,57)

R? 0,010 0,134 0,001 0,325 0,014 0,043

Note. The statistics reported are obtained through @retkion 1.9.1). In the predicted influence columma — means that there is no predictteralues are in parenthes¢s, |, | 3,| and|B;| represent the magnitude of
exchange rate exposure, the magnitude of intesgstexposure and the magnitude of commodity pripesure, respectively; ASSET = proxy for firm simegasured by the natural logarithm of total assefPEX =
proxy for firm investment, measured by the ratiocapital expenditures to total assets; DIV = dindeyield proxy for firm liquidity, measured by tlggoss dividend per share divided by the closinglstarice;
DUM_FX, DUM_IR andDUM_CP are dummies which are assigned a value of lifhadses either external or internal foreign exg®hedging instruments, interest rate hedgingunsnts and commodity hedging
instruments, respectively; FS/TS = proxy for firardign real operations, measured by the ratio iido sales to total sales; GDP = proxy for theilaldity of derivatives in capital markets, meastby the natural
logarithm of gross national product per capita; INBroxy for the managerial risk aversion, measimethe percentage of ordinary shares held by énsjd_EV = financial leverage proxy for the prolipiof financial
distress, measured by the ratio of total debtta sssets; LIQ = proxy for the expected costsradrfcial distress, measured by the ratio of cash-fb total assets; PE = proxy for growth oppotiesj measured by the
price earnings ratio; TAX = proxy for the convexdf/firm tax schedule, measured by net operatisgds to total assets; TI/TS = proxy for the nedtetige commodity price, measured by the ratiotaf inventory to
total sales. All accounting variables, with the eption of foreign firm sales, originate from thdinancials database. Data on firm foreign sales and on hgdagtivities was manually collected from firm's aah
reports. Data on inside ownership was collectesh Bbooomberg database and data on GDP originates Waond Economic Outlook databasél nternational Monetary Fund).

2Estimation performed using OLSEstimation performed using Probit.
* Indicates values that the coefficients are sigaiit at 10% or lower levels.
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Table 5:

SUR and OL S/Probit Regression Results when Hedging Variable represents All Hedging Instruments

Independent Dependent variables in the OLS/Praigigression Dependent variables in the SUR regression Predicted
variables IB;* DUM_ALL®  |3,J® DUM_ALL®  |3;)* DUM_ALL? |/,]  DUM_ALL |3,] DUM_ALL IN DUM_ALL  Influence
Const 2,680 -15,896 3,460 -2,978
(6,28)* (-3,66)* (8,20)* (-3,40)*
1811 -0,021 -0,022 +
(-0,56j (-3,28)*
FS/TS -0,013 0,043 na
(-0,03) (0,07j
DUM_ALL -1,073 -1,995 -
(-2,19)* (-4,12)*
Const 0,385 -16,555 0,433 -3,283
(5,11)* (-3,79)* (5,73)* (-3,69)*
1B, 0,042 -0,022 +
(0,22} (-0,56)
LIQ -0,089 -0,078 -
(-0,34) (-0,30)
DUM_ALL -0,063 -0,116 -
(-0,79j (-1,46)
Const 0,325 -16,121 0,368 -3,181
(7,89)* (-3,74)* (8,90)* (-3,62)*
|81 -0,18G -0,105 +
(-0,51) (-1,50)
TUTS -0,010 -0,010 na
(-0,68; (-0,69j
DUM_ALL -0,053 -0,098 -
(-1,18) (-2,21)*
(continued)
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Table 5 ¢ontinued):
SUR and OL S/Probit Regression Results when Hedging Variable represents All Hedging Instruments

Independent Dependent variables in the OLS/Probit regression Dependent variables in the SUR regression Predicted
variables I/;> DUM_ALL®  |3,J® DUM_ALL®  |5;)* DUM_ALL® |g] DUM_ALL I3l DUM_ALL N DUM_ALL  Influence

Control variables:

ASSET 0,099 0,101 0,106 0,014 0,015 0,015 na
(3,25)* (3,28)* (3.27)* (3.12)* (3,29)* (33)*

CAPEX 2,402 2,523 2,570 0,487 0,524 0,529 +
(1,15) (1,215 (1,23) (1,28) (1,37) (1,38

DIV -3,856 -3,953 -3,978 -0,816 -0,843 -0,866 -
(-0,84j (-0,87j (-0,87j (-0,86; (-0,88;j (-0,91j

GDP 1,500 1,557 1,520 0,354 0,375 0,371 +
(3,59)* (3,71)* (3,66)* (4,27)* (4,39)* (37)*

INS -1,507 -1,497 -1,486 -0,295 -0,304 -0,298 +
(-2,16)* (-2,15)* (-2,14)* (-2,01)* (-2,06)* (-2,01)*

LEV 1,374 1,441 1,484 0,201 0,219 0,223 +
(1,90)* (2,09)* (2,12)* (1,71)* (1,86)* (@8)*

PE -0,004 -0,004 -0,004 -0,001 -0,001 -0,001 +
(-0,85j (-0,90j (-0,91) (-1,47) (-1,57) (-1,58;

TAX -0,573 -0,537 -0,507 -0,227 -0,220 -0,221 +
(-0,39j (-0,36; (-0,34) (-0,70j (-0,68;j (-0,68j

R? 0,018 0,180 0,002 0,178 0,006 0,179

Note. The statistics reported are obtained through @retkion 1.9.1). In the predicted influence columma — means that there is no predictteralues are in parenthes¢8, |, | 3,| and|B;| represent the magnitude of
exchange rate exposure, the magnitude of intesgstexposure and the magnitude of commodity pripesure, respectively; ASSET = proxy for firm simegasured by the natural logarithm of total assefPEX =
proxy for firm investment, measured by the ratiocapital expenditures to total assets; DIV = dindeyield proxy for firm liquidity, measured by tlggoss dividend per share divided by the closingksarice;
DUM_ALL isa dummy which is assigned a value of 1 if a firmausgternal and/or internal hedging instrumentsTBS? proxy for firm foreign real operations, measlby the ratio of foreign sales to total salesPGD
= proxy for the availability of derivatives in cégli markets, measured by the natural logarithmro$g national product per capita; INS = proxy fee tnanagerial risk aversion, measured by the pegerof ordinary
shares held by insiders; LEV = financial leveragexp for the probability of financial distress, nse@ed by the ratio of total debt to total assel§ £ proxy for the expected costs of financial itiss, measured by the
ratio of cash-flow to total assets; PE = proxydoowth opportunities, measured by the price eammgio; TAX = proxy for the convexity of firm teschedule, measured by net operating losses toassats; TI/TS =
proxy for the need to hedge commodity price, measby the ratio of total inventory to total sald.accounting variables, with the exception ofdign firm sales, originate from thefinancials database. Data on firm
foreign sales and on hedging activities was maywalllected from firm's annual reports. Data onidesownership was collected froBiloomberg database and data on GDP originates fvidonld Economic Outlook

databasélnternational Monetary Fund).

2Estimation performed using OLSEstimation performed using Probit.
* Indicates values that the coefficients are sigaiit at 10% or lower levels.
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Appendix A:

Empirical evidence on financial pricerisk exposuresand hedging

Panel A. Exchange rate exposure

Author(s) of study Area of study Country Findings
Jorion (1990) Measurement of exchange rate us Only 5% of firms exhibited significant exchangse exposure. Estimated exchange rate
exposure and its determinants. exposure increased as the firm's foreign involvenfereasured by foreign sales) increased.
Jorion (1991) Measurement of exchange rate us The returns of 20 value-weighted industry mdids are shown to be insensitive to exchange

Bodnar and Gentry
(1993)

Amihud (1994)

Khoo (1994)

Bartov and Bodnar
(1994)

Choi and Prasad (1995)

Nydahl (1999)

He and Ng (1998)

Williamson (2001)

exposure.

Measurement of exchange rate
exposure and its determinants.

Measurement of exchange rate
exposure.

Measurement of exchange rate
exposure

Measurement of exchange rate
exposure.

Measurement of exchange rat
exposure and its determinants.

Measurement of exchange rate
exposure and its determinants,
namely the impact of hedging.

Measurement of exchange rate
exposure and its determinants.

Measurement of exchange rate
exposure and its determinants.

US, Japan and
Canada

us

Australia

us

us

Sweden

Japan

US and Japan

rate changes.

Eleven out of 39 two-digit industry portfolios ekitisignificant exchange rate exposure. They
notice, however, that export and import levelsjarele on internationally-priced outputs,
product-type (traded or non-traded) and the degredoreign assets help to determine
exchange risk exposure at the industry level.

The authors find that there is no significamitemporaneous exposure, even for the portfolio
composed of eight largest exporting companies whereverage, exports account for almost
a quarter of their total sales.

The sensitivity of stock returns to eaosbe rate movements, and proportion of stock return
explained by exchange rate movements are found sorall.

The results fail to find a significant corréat between the abnormal returns of the sample
firms and contemporaneous change in the dollar.

About 15% of the 409 firms in the sample haigniicant exchange rate sensitivities.
Estimations revealed a positive relationship betwe scope of the foreign operations of a
firm — measured by foreign sales, assets and apgrptofits — and its exchange rate risk
sensitivity.

About 26% of the 47 firms in the samplesagrificantly exposed to exchange rate changes. It
is shown that the level of foreign involvement siigantly increases exposure, and that the
use of derivatives decreases exposure.

About 25% of the 171 firms in the samplé&ysggnificant positive exposure coefficients and
about 2% vyield negative coefficients. Smaller firemd firms with weak short-term liquidity
positions, or firms with high financial leverageggvie more incentive to hedge and hence have
smaller exchange-rate exposure.

There is empirical evidence thatnantiwe firms face exposure to exchange rate shocks.
Evidence is presented that is consistent with @oresales being a major determinant of
exposure and the effectiveness of operational hgdgithe form of foreign production.

(continued)
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Appendix A continued):

Empirical evidence on financial pricerisk exposuresand hedging

Panel A. Exchange rate exposure (continued)

Author(s) of study

Crabb (2002)

Nguyen and Faff (2003)

Hagelin and Pramborg
(2004)

Bartram, Brown and
Minton (2010)

Area of study Country

Measurement of exchange rate us
exposure, while controlling for
the use of derivatives.

Analysis of both short-temad Australia
long-term exposure and impact of
the use of derivatives on
exchange rate exposure.

Foreign exchange risk reduction Sweden
effect of hedging.
Influence of both financial and 16 countries

operational hedges on foreign
exchange exposure.

Findings

The results presented in this study show that éxchange rate exposure for large US
multinationals is significant, but hedging actiggiby firm reduce such risk.

The results show that out of the fulnpde of 144 firms, only 10,34% have significantly
monthly short-term exposure and 58,33% are signifiy exposed for the 24 months’ horizon.
While both firm size and the use of financial hedgare associated with a reduction of short-
term exchange rate exposure, the exposure of Idm&zons is positively related to a firm’s
liquidity.

About 24% of firms exhibited significantclkange rate exposure. Estimated exchange rate
exposure increased with the level of inherent expoand with firm’s size. The evidence also
suggests that the usage of foreign denominated akebtell as currency derivative reduce
firms’ foreign exchange exposure.

This study shows that for a typi@hgle firm, pass-through and operational hedgiaghge
reduce exposure by 10% to 15% and financial hedgitiy foreign debt, and to lesser extent
currency derivatives, decrease exposure by ab®at 40

Panel B. Interest rate exposure

Author(s) of study

Sweeney and Warga
(1986)

Bartram (2002)

Area of study Country
The pricing of interest rate risk. us
Interest rate exposure and its Germany

determinants.

Findings

The pagwoves that, empirically, most of the interest ratastivity stocks are in the utility
industries, and that there is evidence that therast factor is priced in the same sense of the
APT.

A significant interest rate exposure aifimancial corporations with regard to changeshia t
short-term and long-term riskless interest rateval as the interest rate spread is reported.
While many stocks show a significant linear intenege exposure (e.g., for the short-term
interest rate, 6,4% to 18,8% of firms), a large bamof firms has an important nonlinear
exposure component (e.g., for the short-term istaae, 11,5% to 25,4% firms for the cubic
function). In addition, there is evidence of a rtegarelationship between the interest rate
exposure and measures of liquidity.

cantinued)
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Appendix A continued):

Empirical evidence on financial pricerisk exposuresand hedging

Panel C. Commodity price exposure

Author(s) of study Area of study Country Findings
Tufano (1998) Commodity price exposure and us The estimation of the gold price exposure ti@r $ample firms results in more than half of the
its determinants. firm-quarter exposures to be statistically sigmifit Those exposures are significantly
negatively related to the firm's hedging and diiferation activities and to gold prices and
gold return volatility, and are positively relatedfirm’s leverage.

Petersen and Thiagarajan =~ The impact of risk management us The analysis of the gold price exposure ofdbmpanies American Barrick and Homestake

(2000) strategies in firm’s commodity Mining shows that financial and operative hedgiegwell as financial and operative leverage,

price exposures. has an impact on the exposure of firm value witfard to the analysed factors.

Bartram (2005) Commodity price exposure. Germany Even though commaodity prices are more volatile fthetion of sample firms with statistically
significant commodity price exposure is, howevemparable to studies on foreign exchange
exposure — roughly 4,5% to 15,9%. The results ansistent with few cash flows being
affected by commaodity price movements.

Carter, Rogers and The effect of hedging in firm us The authors examine a monthly market modelgusin equally-weighted airline industry

Simkins (2006) value. return that includes a jet fuel return factor toaswge airline exposure to jet fuel prices. They
find that airline industry stock prices are negalyvrelated to jet fuel prices, namely one
standard deviation movement in jet fuel price ressil a 2,75% change (monthly) in airline
industry stock prices.

Jin and Jorion (2006) Firm value and hedging. us The study confirms that exposures to oil and géseprare mostly positive and generally

significant, so for the median firm, a 1% increas®il(gas) prices leads to a 0,28% (0,41%)

increase in the stock price. About 28,95% of tHebetas and 86,84% of the gas betas are
significantly positive. Additionally, the authonsd that hedging reduces the firm's stock price

sensitivity to oil and gas prices and that greaileend gas reserves increase it.

Panel D. All financial price exposures

Author(s) of study

Area of study

Country

Findings

Prasad and Rajan (1995)

Bali, Hume and Martell
(2007)

Measurement of exchatge ra
and interest rate exposures.

Interaction between firm’s risk
exposures, derivatives use and
real operation.

Germany, Japan,

UK and US

US and Canada

This study group’s individual stock return data féermany, Japan, The UK and The US

equity markets into industry-based portfolios. Téechange rate risk and interest rate risk
sensitivity in each of the four markets vary degresith the German and the US markets

yielding a maximum number of industries with sigraht exchange rate exposure and Japan
and Germany yielding the greatest number of inthsstrith significant interest rate risk.

Except for interest rates, thelitles evidence that derivatives use reduces rigosures.
There is some evidence that user firms are ingrgassk exposure in the use of commodity
derivatives. Furthermore, the empirical resultsndd suggest a positive association between
any of the variables for real operations and rdlatgosures.
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Appendix B:
Sample selection and country and industry composition

Panel A. Sample selection

Selection criterion Sample size
Nonfinancial firms listed on Euronext belongingthe BAS Price, CAC All Shares,-

DAM All Shares and PSI General indexes, excludirass listings 684
Firms with annual reports in English or Portugueseheir web sites 332
Firms with stock returns and complete accountirtg dalnfinancials database 311
Firms with inside ownership data &wnomberg database 311
Firms with foreign sales and hedging data disclasednnual report 304

Panel B. Country composition

Country Obs. % of sample
Belgium 71 23,4%
France 116 38,1%
The Netherlands 79 26,0%
Portugal 38 12,5%

Panel C. Industry composition

Industry ICB industry codes Obs. % of sample
Oil and gas 0001 8 2,6%
Basic materials 1000 26 8,6%
Industrials 2000 84 27,6%
Consumer goods 3000 45 14,8%
Health care 4000 23 7,6%
Consumer services 5000 50 16,4%
Telecommunications 6000 6 2,0%
Utilities 7000 7 2,3%
Technology 9000 55 18,1%

Note. This table reports the effects of various samplecsien criteria’s (Panel A), country (Panel B) a@ndustry (Panel C)
composition for the sample of 304 nonfinancial 8trAn annual report available in English or Poreggion firm’s web site
is required for obtaining information about hedgpudicy and on foreign sales. Stock return and anting data are required
for calculating several inputs from the regressimrdel. Finally, inside ownership data are frBioomberg database which
is required to test managerial risk aversion ptémticand data on GDP originates froiorld Economic Outlook database
(International Monetary Fund) and proxy's for country financial market developmeAccording to the Industry
Classification Benchmark (ICB) classification codethialnfinancials database, Panel C reports the firm's classificatitm
industries for the final sample.
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