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ABSTRACT

This article analyses the relationship between staskntiment and future stock rates of return.
We used a methodology based on principal compoaegiysis to create a sentiment index for
the Brazilian market with data from 1999 to 200&eTsample consisted of companies listed on
BM&FBOVESPA which were grouped into quintiles, eaelpresenting a portfolio, according to
the magnitude of the following characteristics: keavalue, total annualized risk and listing time
on BM&FBOVESPA. Next, we calculated the averagenmebf each portfolio for every quarter.
The data for the first and last quintiles were gpedl via two-factor ANOVA, using sentiment
index of the previous period (positive or negatigs)the main factor and each characteristic as
controlling factors. Finally, the sentiment indeasvincluded in a panel data pricing model. The
results indicate a significant and negative retetiop between the market sentiment index and
the future rates of return. These findings suggestexistence of a reversion pattern in stock
returns, meaning that after a positive sentimenbgethe impact on subsequent stock returns is
negative and vice-versa.
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1INTRODUCTION

In recent decades, there have been several stingiieg to improve classical theoretical
models incorporating behavioural aspects often autgtl. The growth in this non-traditional
approach has been motivated by the need to exmgularly observed phenomena in financial
markets which were incompatible with the predicsiarf classical models. Baker and Wurgler
(2007) argue that it has been increasingly diffidol explain some financial events by the
traditional theory of finance. Such events inclundestors subject to emotions who not always
value asset prices as the net present value alist®unted future cash flows. In this context,
sentiment can be defined as beliefs about futush d@ws and investment risks that are not
rationally justifiable considering the informatiamailable to the investor.

Early researches on behavioural finance occurraétdd@nl980s, and its main purpose was
to demonstrate whether the stock market, as a wkaféered from mispricing. Without much
theoretical support, scholars were searching fadesxe contradicting the efficient market
hypothesis (EMH), leading to anomalies as price rmesversion (De Bondt & Thaler, 1985;
Poterba & Summers, 1988; Fama & French, 1988) cessive volatility in the market index not
justified by the volatility of the firms’ fundameals of value (Shiller, 1981). More recent studies
attempted to provide further explanations for tiluence of financial market sentiment
considering the two types of investors accordinghe classification of De Long, Shleifer,
Summers and Waldmann (1990): (i) the rational eabéurs not influenced by sentiment, and (ii)
irrational investors, vulnerable to exogenous seatit. Both types trade in a competitive market
and set prices and expected returns for the as@stsintention of rational agents to make profit
out of incorrect pricing is limited in several asfs such as brief window of opportunity to trade,

transaction costs and risks. These barriers jusigydeviation of the prices from its fundamental



value. Mispricing has two potential sources: (ipebe in irrational investors’ sentiment or (ii)
barriers to rational arbitrageurs.

The EMH assumes that price changes must be geddrgteandom processes, with no
systematic pattern. If patterns exist, investorsildiancorporate them to predict future prices and
earn abnormal returns. However, assuming that taxeslo not follow a fully rational behaviour
since they present bounded rationality and areestibp the influence of sentiment, this paper: (i)
proposes a methodology for creating a sentimerexiridr the Brazilian market, and (ii) verifies
whether there is a relationship between marketirment and future stock rates of return. This
paper contributes to the current Brazilian literatun behavioural finance by providing an
innovative market sentiment index creation methogpl based on indirect measures from
Brazilian firms. Each measure used in the procedsiliy justified as being related to market
sentiment and the results obtained follow an ecooamtuition. This paper also advances
previous works in this field of study by testingpayhesis on the relation between sentiment and
future stock rates of return via ANOVA models andli@-estimated asset pricing models.
Results show a significant and negative relatignsl@tween these two variables, suggesting the
existence of a reversion pattern in stock retummsaning that after a positive sentiment period,
the impact on subsequent stock returns is negatidevice-versa.

This paper is organised as follows: after thisddtrction, section 2 introduces the
definition of market sentiment and the creationtteg sentiment index, section 3 presents the
ANOVA results, section 4 discusses the asset grigindel methodology and results, and section

5 presents the conclusions.

2MARKET SENTIMENT



According to Zhang (2008), sentiment can be defiasdany erroneous beliefs that
individuals have about an economic variable, suslasset prices. For Smidt (1968), it is the
presence of sentiment that leads to speculativelesbFor Zweig (1973) sentiment is related to
cognitive biases of investors. Lee, Shleifer andl@h(1991) define the market sentiment as part
of their expectations about the returns of asselsctw are not justified by economic
fundamentals. Baker and Wurgler (2006) define smmit as the investor propensity to
speculation, that is, sentiment drives the demandgeculative investments.

According to Shiller (1984), investors’ behaviouiten leads to fluctuations in asset
prices, with no justifiable rationale. Black (198&)lled “noise trader sentiment” the investors’
expectations about the returns of assets thatareased on its fundamentals of value. Likewise,
Baker and Wurgler (2006) argue that the main caisgrice fluctuations is the difficulty in
valuing companies since investors do not have hemegus expectations as predicted by the
EMH. How market sentiment affects asset prices iguastion that still generates different
opinions. There are two possible explanations eécetlistence of these disparities: individuals use
correctly misinformation or individuals incorrectise accurate information. The first alternative
assumes that investors adjust their beliefs aboaitfindamentals of value incorporating the
noise, and the second assumes that they do it imgssististical tools.

A first aspect to be discussed is how market semtintan be quantified, and then
examine whether there is some predictability afinres from this variable. Thus, it is necessary to
create a variable that can measure the marketrsamitiand then check its relationship with stock
returns listed on Sao Paulo Stock Exchange (BM&FEBSWA). To estimate the sentiment
index, we chose to apply the multivariate technig@id’rincipal Component Analysis (PCA).

According to Johnson and Wichern (2002), the PGAsdio explain the covariance structure of a



set of variables with the use of linear combinaiaf these variables in order to reduce and
provide better interpretation of the data.

The purpose of PCA is to replace the original Jdea by a smaller amount of
components without incurring in great loss of imf@ation. The sufficient number of principal
components to adequately represent the theoreticsktruct under study can be defined by (i) the
relative values of the eigenvalues (variances @f ¢bmponents), or (ii) the total variance
explained by the components or (iii) the interpietaof components and their relationship to the
theory. Jolliffe (2002, p. 113) states that thecpatage of total variance explained by the number
of remaining components in the analysis will vacg@ding to characteristics of the data.

One method used in the literature to determinentimaber of components to be retained
in a PCA is the Kaiser’s rule (Kaiser, 1960), whathtes that all components with eigenvalues
greater than 1 should be retained. The justificaties in the fact that if all variables were
uncorrelated with each other, each eigenval)enould be equal to 1. Jolliffe (2002, p. 114)
states that i\ <1, then the component provides less informati@ntthe original variable and
should not be used. Another technique for identtyihe number of components is the parallel
analysis, developed by Horn (1965). Parallel angligsa method for determining the number of
components to be retained from a PCA. The procechusists of creating a random dataset with
the same number of observations and variableseasrtbinal data. The correlation matrix for
this randomly generated dataset is obtained andeipenvalues are computed. When the
eigenvalues from this random data are larger tharetgenvalues from the PCA of the original
data, the components are mostly random noise amddsihot be retained in the model and can
probably be regarded as spurious (Franklin, Gib&wohertson, Pohlmann & Fralish, 1995).
Besides the number of retained components, one beustareful of the magnitude of the last
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component’s eigenvalue. A too small value may iatica linear dependence on the data
(Johnson & Wichern, 2002, p. 449). If this occwose or more variables are redundant in the
model and should be excluded.

To construct the market sentiment index, we useddliowing variables, already used in
other works such as Baker and Wurgler (2006, 2@@d)Wang, Keswani and Taylor (2006):

» S: percentage of equity share in new issues, gwek/(E; + D;), where Eis the total
volume of equity issued by firms, and B the total volume of debt issued in offerings,
according to Brazilian securities and exchange cmsion (Comissao de Valores
Mobiliarios, CVM);

* NIPO: number of initial public offerings on BM&FBOBSPA, quarterly totalized:;

* TURN: stock turnover, given by the ratio betweer(tatal quantity of traded stocks at
each quarter) and;total amount of outstanding shares at the erehoh quarter);

« DIV: difference between the logarithms of the matikebook ratios of dividend-payer
firms and non-payers. To aggregate these ratiadl dividend payers and non-payers, we
calculated a weighted average using the markeewaleach company;

* TRIN: technical analysis index to capture the mapgarception, called the Trading Index
or contrarian indicator to detect overbought andrseld levels in the market. It is also
known as the Arms Index, named after its creatach&d Arms, in the 1970s. It
measures the ratio between the average volume @inihg stocks and the average
volume of advancing stocks. A TRIN ratio of 1 me#ms market is in balance; above 1
indicates that more volume is moving into declinstgcks; and below 1 indicates that

more volume is moving into advancing stocks.



Another important aspect to be considered durimgitilex construction is the correct
time instant of the variables, whether they will d@ntemporary or lagged to form the index,
since some of them must reflect changes in sentibefiore others (Brown & Cliff, 2004; Baker
& Wurgler, 2007). To determine this time instartstf we estimated the index with all five
variables and their lags. From this first stageeijdve calculated the correlation matrix between
the index and all variables and their lags. Todkeevhich instant of time (t or t—1) should remain
in the index, we compared the magnitude of theetation between each variable (and its lag)
with the first stage index, choosing the one wité higher value. After choosing the appropriate
instant of time, the parsimonious sentiment indes ¥hen calculated.

Theoretically, variables which are related to thgestor behaviour should anticipate
market sentiment. Thus, it is expected that TURNDIV.; and TRIN; present greater
correlation with the sentiment index than theirtemamporaneous values. Moreover, variables that
reflect the firm behaviour, like Sand NIPQ should be directly related to market sentiment,
being more correlated with the index than theipeesive lags.

Regarding the expected signs, variables relatdatiddantensity of the volume of traded
stocks are directly related to market sentimentusTts and NIPO, which indicate a greater
supply of equity shares by companies, as well aRNUthat shows increased trading on the
stock exchange, must have positive sign in theirsent index. On the other hand, variables
TRIN and DIV, should present negative signs. Diwdipayer firms, in theory, have fewer
opportunities to grow since they are not retainiagources to reinvest, and demand for them
should occur more strongly when the market is paistic and less confident in investment
projects. Conversely, when the market is optimighe demand should be greater for firms with

investment opportunities which pay fewer dividentse variable TRIN, likewise, has an inverse



relationship with the sentiment index. Higher TRiMlues indicate the expectation of a
pessimistic market and vice-versa.

In order to assure that the sentiment is relatethéostock rates of return purged the
effects of the economic cycle, we generated anogdhalised index. In this research, the
economic cycle variables used were the Gross Damn@&bduct (GDP), and two dummy
variables, dGDP and dSELIC. The first one assunaéigevl in case of positive change in GDP
from one quarter to another and 0 otherwise. Thi@ble dSELIC, in turn, assumes value 0 in
case of increase in the Brazilian base interest(BELIC), and value 1 otherwise. The process of
orthogonalisation softens the peaks and valleys,ditlinot affect the trend of the index. The
descriptive statistics of the variables that mgkehe sentiment index are presented in Table 1.

Table 1: Descriptive statistics of original sentiment vates.

Variable Obs.  Average Stand.dev. Minimum Maximum
S 40 0,3259 0,2387 0,0249  0,8783
NIPO 40 4,0250 5,0560 0 20
TURN 40 0,1887 0,0928 0,0715  0,4230
DIV 40 0,0182 0,2147 -0,5686  0,9548
TRIN 40 1,0986 0,8322 0,0588  3,4633

The eigenvalues of the components indicate thafitsiecomponent explains 49.03% of
the total variance of the sample, which is a mppgmt of the common variation of the variables.
On the scree plot, we can see that only the fiostpgonent has an eigenvalue greater than 1,
leading to the formation of an “elbow”. It is pdsi& to visualise in Figures 1(a) and 1(b) two
methods of determining the number of componentsetaised in the PCA. Figure 1(a) presents
the scree plot referring to the original variabbesd Figure 1(b) refers to the orthogonalised

variables. By the Kaiser’s rule or even by the p@ranalysis criterion, the decision indicates the



retaining of the first component of the PCA onlyheTfirst component is the only one with

eigenvalue greater than the eigenvalues providetiéywo criteria.
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Figure 1. Scree plots for indexes generated by principalgamrent analysis.

The confidence intervals of the last componentgervalue in both orthogonalised and
non-orthogonalised indexes do not contain the Zeesults not shown). Thus, none of the
variables used in the construction of the indexutthbe excluded from the model, since they are
all valid to the PCA model in this research.

The equation of the sentiment index with the oagwariables, SEN{Ts:

SENT, = 0,3941S, + 0,5574NIPO, + 0,4796 TURN,_, — 0,4802DIV,_, — 0,2708TRIN;. (1)

The same calculating procedures to the index wghdriginal variables were applied to
the orthogonal variables. The orthogonalisationcess intended to purge the macroeconomic
effects of the sentiment index. The equation of ¢katiment index with the orthogonalised
variablesSENT{, is:

SENT! = 0,4154S% , + 0,5239NIPO{ + 0,4635TURN{-; — 0,5030DIVi:; — 0,2918TRINE ;. (2)

All but two variables showed the same time instanboth equations. The exceptions

were S and TRIN. In the orthogonalised ind8RNT;", the variable S was the only one not to



present the expected time, since we expected hbetdhe same as NIPO. The signs of the
coefficients of all variables in both equations &vas expected: positive for S, NIPO and TURN
and negative for DIV and TRIN. The magnitude of teefficients was also close in both
indexes, indicating that the process of orthogsasibhn did not cause significant changes. Table
2 presents the descriptive statistics of both sesit indexes, the one with the original variables
and the one with orthogonalised variables. Measoireentral tendency and dispersion show that
both indexes are similar.

Table 2: Descriptive statistics of sentiment indexes.

Variable | Average Stand.dev. Minimum  1st qt. Median  3rd gt. Maximum

SENT 0,000 1,566 -2,214 -1254 -0,212 0,647 4,770
SENT+ | 0,000 1,490 -2239 -1056 -0,102 0,656 4,885

= QOriginal Sentiment Index

------ Orthogonalized Sentiment Index

SentimentIndexes

N

-3

Figure 2: Orthogonalised and non-orthogonalised market isemti indexes.
Figure 2 shows the sentiment indexes series frenPthquarter of 1999 through thd'4
qguarter of 2008. The solid line represents thexrgenerated from the original variables and the
dotted line represents the index generated withottieogonalised variables. It can be observed
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that the results obtained are mainly negative lfier indexes until the end of 2004/early 2005.
There was a positive trend in the index from tlespuntil the second quarter of 2007, when the

indexes reached their peak.

3ANOVA RESULTS

In order to verify the existence of the relatiomshietween market sentiment and the
future stocks rates of return, we adopted the sticsi methodology of analysis of variance
(ANOVA). According to Neter, Kutner, Nachtsheim amdasserman (1996), ANOVA is a
versatile statistical tool to study the relatiopshetween a response (dependent) variable and one
or more explanatory (independent) variables, espigcif the latter represents a qualitative
characteristic. In this study, the dependent végiab the quarterly rate of return of portfolios,
each representing a quintile, formed accordingh® rhagnitudes of the characteristic under
analysis. In ANOVA each explanatory variable isledla factor. We adopted a two-factor
ANOVA for every estimation. One common factor ih @halysis presented in this paper is the
level (positive or negative) of the market sentitnaedex. The other factor relates to the attribute
used in the formation of portfolios. The firms cheteristics were: (a) the market value of the
company, (b) the total risk and (c) age, measustha number of years since the firm’s first
appearance on BM&FBOVESPA. These attributes werasored contemporaneously to the
rates of return, and the sentiment index refetkéqrevious quarter (t—1).

The factors may be classified into different catexgo (levels). The first factor, market
sentiment, has two levels: positive or negativgaetieling on the sign of the variable itself. The
other factors, which are related to firm charasters, are also separated in two levels: companies

that are at the most extreme (first and fifth) ¢iies. The decision to discard the intermediate
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quintiles is justified by the fact that firms widxtreme values for those attributes are potentially
more easily identified by investors in the markehjle those in the intermediate quintiles may
not be clearly distinguished by them. The combileels of the factors are called treatments.
Thus, when sentiment level is “positive” and theilatite (for example, risk) is classified as

“high”, there is a treatment combination that cep@nds to “positive and high”. It means that

two factors, each one with two levels, generate thiflerent treatments.

Multifactor ANOVA studies have some advantages owengle-factor ANOVA.
According to Neter et al. (1996, p.797-8), thetfbbenefit is the efficiency aspect: in a traditibna
approach each single factor would have to be méatigal at a timegeteris paribuswhich is not
always possible in an observational study. The rsg¢@alvantage is related to the larger amount
of information that would be needed to safely dthessame conclusions in a single-factor study.
Since multi-factor ANOVA takes into account intefan effects between treatments, samples
can be smaller. At last, another advantage conderribe validity of the results, since it is
possible to insert another factor to control theults. In this research, the main factor is the
market sentiment. The other factor, the charadiems the firm, will be used as a control, since

it can also influence the response variable.

3.1 Descriptive Statistics

To analyse the relationship between the sentinmetex and stock future rates of return,
we formed portfolios based on three firms’ chanasties. To be part of the sample, the company
should have had a negotiability ratio (BM&FBOVESEreated index) greater than 0.01 in the
corresponding year. When the company had more thia@ class of shares listed at

BM&FBOVESPA, we selected the class with greateditrg volume. This restriction is needed
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since some variables such as market value or lggenh the company would be the same for
different stock classes. After that, the quartedies of return of the sampled companies were
classified into quintiles according to the magnéuof: (a) market value of the company, (b)

annualized total risk and (c) age. Companies vatiel market values (or total risk or age) form

the first quintile, whilst the fifth quintile is foned by the highest market value firms (or totskri

or age). In the specific case of age, the bottomtidgiis formed by companies that are listed on

BM&FBOVESPA since January, 02, 1986 (initial avhliadate on Economatica database).

The separation of companies into quintiles resumlta non-uniform distribution for the
guantity of companies in each portfolio over timenging from a minimum of 10 firms in the
first quintile (in the first quarter of 2002) toraaximum of 42 firms (in the fourth quarter of
2007). The average return per quintile was caledlaissuming a naive allocation portfolio,
meaning that the weight of each asset is equalrtowiheren is the number of shares in the
quintile.

The orthogonalised sentiment index was quartedgsified as positive or negative and
then related to the rate of return of each poxfoh the following period. The portfolios
presented in Figure 3, numbered from 1 to 5, aceigegd by the market value of the firms.
Portfolio 1 contains the smallest sized (measungdnbrket value) firms, increasing gradually
until portfolio 5, formed by the biggest compani€ke size effect, as proposed by Banz (1981),
is not verified for this Brazilian sample. It cae boticed that companies with higher market
value have higher average returns than smallessficantradicting the findings of Banz (1981).
This effect is even stronger after a period of pasisentiment, when the average difference

between large and small firms is more noticeable.
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Figure 3: Future rates of return according to the orthogseedlsentiment index in the previous
quarter and market value quintiles. The observatiare quarterly rates of return of each
portfolio. These were classified into quintilesalS. The first quintile contains the observations
of rates of return for smaller market value companDarker columns represent the average rates
of return of the portfolios after a quarter of neéga sentiment. Lighter columns represent the
average rates of return of the portfolios aftevarter of positive sentiment.

The second analysed characteristic was total negsured by the standard deviation of
daily rates of returns. It can be seen from Figuteat riskier firms (in the higher quintiles) do
not have evident higher rates of return as expedédr conditioning to the sentiment level,
riskier firms have negative rates of return aftgreaiod of positive sentiment and more positive
rates of return after a period of negative sentim€&he intuition from the classical theory says
that the higher the risk, the higher should berétarns. However, the sentiment index seems to

better explain this difference since the returrestagher after a period of negative sentiment and

lower after a positive index.

14



0,10 +
0,08

0,06 -

0,04 -
0,02 I
0,00 -
1 2 3 4 5

-0,02 -

Average returns

-0,04 -
Quintiles

W Negative Positive

Figure 4. Future rates of return according to the orthogseedlsentiment index in the previous
quarter and total risk. The observations are qugntates of return of each portfolio. These were
classified into quintiles from 1 to 5. The firstigtile contains the observations of rates of return
of lower total risk companies. Darker columns repré the average rates of return of the
portfolios after a quarter of negative sentimenghter columns represent the average rates of
return of the portfolios after a quarter of postsentiment.

A final characteristic examined was the numberedrg since the firm’s first appearance
on BM&FBOVESPA. We sought to determine whether ¢hisra relationship between the rates
of return and age. Since there was a significardguarinof stocks with price series beginning on
January 02, 1986, these companies were all cledsifi a separate category marked with an
asterisk in Figure 5. The remaining companies vagveled into quartiles following the same
logic used for size and risk.

It is observable that older companies have positetarns, especially after a negative
sentiment period. After a period of positive semtit) young companies have negative returns,
and it gradually increases with firm age. Youngem¢$ only show positive returns after a

negative sentiment period, but not as positiveldsrdirms’ returns. These results suggest that

older companies, on average, provide higher rettinasm younger firms regardless of the
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previous sentiment level. It can also be said tdmy younger firms after a positive sentiment

period show negative rates of return.
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Figure 5: Future rates of return according to the orthogseedlsentiment index in the previous
guarter and age. The observations are quartedy aitreturn of the portfolios. In this case, since
many companies had the same initial listing datelavie (January, 02, 1986), it was decided to
present the returns of these companies in a sepeatggory, marked by an asterisk. Remaining
firms were classified into quartiles from 1 to 4have 1 is the portfolio formed by younger
companies. Darker columns represent the averags odtreturn of portfolios after a negative
sentiment period. Lighter columns represent theramee rates of return of portfolios after a
positive sentiment period.
3.2 ANOVA Resultsfor Market Value Factor

The firms’ market value was analysed as a conadlofr in the present study. The average
rates of return for each treatment are shown irleTd@pas well as the standard deviation and the
number of observations for each treatment. Figue9 @isplays the average rates of return

estimated for each treatment. It is possible taalise that the lines that connect the averages for

the levels of sentiment (positive and negative) rase parallel, indicating that there may be an
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interaction effect between factors. This interacti® more clearly identified when estimating the
ANOVA itself, whose results are presented in TaBlemodel 1. The level of observed
significance for the interaction is very close t69

Table 3: Descriptive statistics for the market value factor

Sentiment Market Value Average Return Stand.dev. N

Negative High 0.0584 0.2600 465
Positive High 0.0402 0.1954 457
Negative Low 0.0383 0.3726 456
Positive Low —0.0421 0.4729 447

0.06
I

Sentiment

950

—°— Negative
- Positive

0.04
I

Sentiment N
—°— Negative 1
- Positive
A o
“\

0.02
I

Average retun
900
I

0.00
Il
Average rank of returns

-0.02

-0.04

T T T T
High Low High Low

Market value Market value

(a) Response Variable: average returns RBsponse Variable: average rank of returns

Figure 6: Estimated mean of treatments with market valueoasrol factor.

Results of the Levene’s test indicated that théamaes of the residuals across treatments
were not statistically equal. Due to this resuthare robust approach, in order to cope with the
heteroskedasticity errors, was estimated: ANOVAhWHIC3 type correction in the covariance
matrix, as mentioned by Davidson and Mackinnon 8199. 552-556). Results of this new
estimated model are presented in Table 4, mod&hg.observed significance levels were not

very different from those of model 1.
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Table 4: Multifactor ANOVA with sentiment and market value.

ANOVA 1 ANOVA 2 ANOVA 3
No correction for Correction for Using ranks
heteroskedastic heteroskedastic .
(nonparametric)
errors errors
d.f. F obs. sig. F obs. sig. F obs. sig.

Sentiment 1 9.52 0.002 9.36 0.002 2.81 0.094
MV 1 10.29 0.001 10.13 0.002 17.05 3.8e-05
Sentiment*MV 1 3.79 0.052 3.73 0.054 3.89 0.049

Residuals 1821

Besides the problem of heteroskedasticity, non-atitynis also an issue of potential
concern for the ANOVA. According to Neter et al99b, p.762), when the sample size is
sufficiently large, the normality test should benddor each treatment. In general, non-normality
is a problem that comes with heteroskedasticityiarttlis study it was not different. One way to
deal with this non-normality issue is to apply sotrensformation in the response variable.
However, this strategy was not successful because after transformation, the rate of return
has proved to be not normally distributed. The liemg alternative was to verify whether the
results are similar even after the application ofa-parametric approach. In this new analysis,
the rates of return were classified into ranks #meke values were treated as the dependent
variable. Figure 6(b) presents these new results randel 3 in Table 4 indicates that the
interaction effect is even more significant in th@n-parametric approach. Results proved to be
consistent with the two previous models, demonstgahe robustness of the estimation.

If the interaction effect is significant in an ANQY it means that a certain factor
influences the levels of the other factor in difierr ways. Looking again at Figure 6 it is possible
to observe that if there was no interaction, thediwould be parallel. For example, if the average
return of high market value companies after a peobpositive sentiment was lower, parallelism

would be obtained. In order to formally identify mh are the effects of the interaction between

18



the factors, we calculated the simultaneous con@ideintervals for multiple comparisons of

means using the Tukey-Kramer method, which is blatavhen the treatments have different
number of observations (Hsu, 1996). Assuming a %5ftultaneous significance level, the

confidence intervals of the differences betweeratinents are presented in Table 5. The
differences are statistically different from zerdemever the treatment Positive and Low is
involved, indicating that low-market value firmsteaf positive sentiment periods have rates of
return that are significantly lower than other treents. Therefore, an investor should notice that
after a period of positive sentiment it is not macoeended to invest in small market value

companies since they have presented significanieit rates of return than larger companies.

Table5: Simultaneous confidence intervals for treatments.

Difference between treatments: Estimated averdgmver limit Upper limit
Positive and High andNegative and High -0,0182 -0,0759 0,0396
Negative and Low and Negative and High -0,0201 -0,0779 0,0376
Positive and Low andNegative and High -0,1005 -0,1585 -0,0424
Negative and Low and Positive and High -0,0020 -0,0600 0,0561
Positive and Low andPositive and High -0,0823 -0,1406 -0,0240
Positive and Low andNegative and Low -0,0803 -0,1387 -0,0220

3.3 ANOVA Resultsfor Risk Factor

Next, we investigated the relationship betweenoiactmarket sentiment and total risk.
Table 6 presents descriptive statistics for thattnents obtained from the combination between
these two factors. It is noticeable the differeimcstandard deviation magnitudes between groups
low and high for factor risk. Figure 7(a) displape estimated average for each treatment. Once
the results are controlled by sentiment, higheurrst are not always obtained for higher risk
portfolios. Model 4, presented in Table 7, indicatieat there is no significant interaction effect,
or even significant difference between the ratesetirn of portfolios formed by high-risk and
low-risk firms. However, significant difference lbeten rates of return were found for the
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sentiment factor, indicating that after a periochegative sentiment the rates of return are higher

than those observed after a positive sentimenvgedespite the level of portfolio risks.

Table 6: Descriptive statistics for the risk factor.

Sentiment Risk factor Average return SD N

Negative High 0.0842 0.4291474
Positive High —0.0159 0.533&8122
Negative Low 0.0587 0.1691450
Positive Low 0.0085 0.1824432
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(a) Response Variable: average returns RBsponse Variable: average rank of returns

Figure7: Estimated means of treatments with risk factor.
Even with the covariance matrix correction for hes&edasticity in the residuals (model
5) or using ranks rather than rates of return (rh6jlethe results were similar to those of model
4, indicating that the results are quite robustjuFé 7(b) shows the representation of the non-
parametric approach. Briefly summarizing, totak isnot an adequate factor to drive investment
decisions in the presence of the sentiment fadtoe. latter, in fact, determines such decisions
since the rates of return are higher after a pesfategative sentiment and lower after a positive

sentiment period.
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Table 7: ANOVA for sentiment and risk factors.

ANOVA 4 ANOVA 5 ANOVA 6
No correction for Correction for Using ranks
heteroskedastic heteroskedastic .
(nonparametric)
errors errors
d.f. F obs. sig. F obs. sig. F obs. sig.

Sentiment 1 18.99 1.4e-05 18.73 1.6e-05 24.53 8e-07
Risk 1 0.00 0.975 0.00 0.975 0.04 0.846
Sentiment*Risk 1 2.09 0.149 2.06 0.151 1.05 0.306

Residuals 1774

3.4 ANOVA Resultsfor Age Factor

Finally, the relationship between factors age aratket sentiment was investigated.
Table 8 presents the descriptive statistics fatinents related to these two factors. Figure 8(a)
displays the estimated average for each treatmdat.estimation of the model 7, presented in
Table 9, indicates that there is no interactiore@ffbetween the factors. However, there is a
significant difference between the average ratesetirn of each factor individually: portfolios
have higher rates of return after periods of negasentiment despite the average age of firms,
and older firms’ portfolios have higher rates dlura despite the sentiment level of the previous
period.

Table 8: Descriptive statistics for the age factor

Sentiment Age Average return SD N

Negative New 0.0058 0.3715 443
Positive New  —0.0532 0.3662453
Negative Old 0.0713 0.2605681
Positive  Old 0.0477 0.2531463
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Figure 8: Estimated means of treatments with the age factor.

Table9: ANOVA for sentiment and age factors.

ANOVA 7 ANOVA 8 ANOVA 9
No correction for Correction for Using ranks
heteroskedastic heteroskedastic .
(nonparametric)
errors errors
d.f. F obs. sig. F obs. sig. F obs. sig.

Sentiment 1 8.68 0.003 8.04 0.005 2.60 0.107
Age 1 35.27 3.4e-09 32.64 1.3e-08 27.89 1.4e-07
Sentiment*Age 1 1.59 0.207 1.47 0.225 0.03 0.865

Residuals 2036

Model 8 results, estimated with the covariance matrrection for heteroskedasticity, do
not differ much from the ones in model 7. Howevandel 9 which uses ranks instead of the
return rates shows results slightly altered. Irtipallar, the observed significance level for the
sentiment factor is not significant anymore at H% level. Figure 8(b) suggests a parallelism
between the levels of sentiment when using the a@mpetric approach, which means that the

effect of interaction is even less significant. e age factor, ANOVA suggests that it is more

22



profitable, on average, to invest in older compsutien in younger companies. This may be due

to the fact that older firms are more familiar noastors.

4 PRICING MODEL

For a deeper investigation over the relationshijwben the sentiment index and the
stocks rates of return, an asset pricing modelegtisnated. A major goal in Finance research is
to determine which factors better explain individaasets returns, and asset pricing theory
attempts to identify these factors. We proposedreepdata regression model to estimate and test
the asset pricing relationship. The estimated most

Ri; =00+ V¥4 + 0 Qi +¢, i=1,..,Net=1.,T, (3)
whereR; is the stock rate of return of firimn quartert; ¥,_, is the sentiment index in peritd
1; ¢ is the parameter associated with the sentimerixir@, . represents the vector kfcontrol
variables, andv” is the vector of dimensiork & 1), transposed, of control variables parameters.
By definition, g; ¢, the error term, should not be correlated withrdgressors.

The control variables used in the model were camsil important factors on previous
asset pricing empirical researches. The purposechfding these variables in the model was to
verify the influence of sentiment over stocks raieeeturn free from their effects. The following
control variables were used:

e firm size (In MV) measured by the natural logarithm of the markaue of the

company;

* market-to-book ratioN|tB);

« financial leverage(EV): measured by the ratio between the gross debtraardtet

asset value of the company;
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» systemic risk of the stoclBBETA): measured by the covariance between the series of
the last 104 weekly stock returns with the Bramilimarket index, IBOVESPA,
divided by the variance of market weekly returns;

« growth opportunity GROWTH: given by the percent variation in the net revenaf
the company;

* dummy variable indicating the industry of the firfimancial firms were excluded
from the sample due to their specific leverage attaristics.

The parameters of the pricing model equation weaigally estimated with pooled
ordinary least squares (POLS). This method hagligevantage of not taking into account the
unobserved heterogeneity. It means that the POti@asn does not contain a term related to
non-observed effects which captures the pecukariif the firms that remain invariant over time
and that can influence the behaviour of the depandariable. The only reason for reporting
these results in Table 10 is for comparison purpose

The unobserved heterogeneity can be, for exampke,fitm image perceived by the
market or even the quality of management. To cemdidis aspect, we estimated equation (3)
with panel data: fixed effects (FE) and random @&ffgRE). The RE method assumes that the
correlation between the explanatory variables &edunobserved effect is zero. The FE method
allows the existence of that correlation, and kesttimation results are also reported in Table 10.
FE estimation always gives consistent results,oaljh sometimes it is not the most efficient
model. To compare both models, we used a modifsesian of the Hausman test as described by
Wooldridge (2002, p. 290-291) which makes the tesbust to heteroskedastic and/or
autocorrelated errors. The null hypothesis of thst tis that the differences between the

coefficients for the two methods are not statidiffcsignificant. In case of rejection of the null
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hypothesis, only FE would be consistent. The resfulhe Hausman test led to the rejection of the

null hypothesis, i.e., the FE model should be prete

Table 10: Results of the estimated pricing models.

Variable POLS RE FE Sysl Sys2
SENT* —0.0287***  -0.0262***  -0.0286** —0.0400*** —0.0389***
BETA —0.0263 —-0.0267 0.0392 0.0386 0.0421

In VM 0.0104** 0.0212%** 0.0618** —0.0668*** —0.0625***
MtB 0.0005* 0.0005** 0.0008 0.0010*** 0.0010***
LEV -0.2166***  -0.3787***  —-0.4853** —2.7124*** —2.6742%**
GROWTH 0.0051*** 0.0048*** 0.0034* 0.0036** 0.0040**
Obs. 2787 2787 2787 2540 2540
Instruments 144 144

ml —6.67 (0.00) —6.6€ (0.00)
m2 —-1.3£(0.18) -1.32(0.18)
Hansen’'s J 134.80 (0.17) 134.80 (0.17)
DIF-Hansen 4.0C (0.26) 4.0( (0.26)

The dependent variable is the stock return ratéirof i in quartert. The independent variables were
defined in section 3.4. The estimates for the itrgjudummies and the intercept are not reportechén t
table. Time dummies were not used, since the VarBENT" is already orthogonalized and captures the
effect of macroeconomic changes occurring in thr@geThe estimator used is the System GMM with one
or two stages. It is assumed that only the indudtmnmies are exogenous. The standard errors were
obtained using the data clustered by firm and rotmsll forms of heteroskedasticity and autocatieh

of the model errors. *, ** and *** denote the sHiical significance at the levels of 10%, 5% and 1%
respectively. For the first and second orders awtetation, Hansen’s J and the DIF-Hansen tests, it
presented the test statistic and, in parenthdsaggscriptive level (p-value).

Both RE or FE estimation procedures require thermapsion of strict exogeneity on the

explanatory variables. This means that the erron tef the model is non-correlated with the

regressors in every instant of time. To check thadition of strict exogeneity on the regressors

and validate the RE or FE estimation, Wooldridgg0@, p. 285) proposes two tests. The first one

is based on first differences and the second ortb®fixed effects estimators. The results led to

the rejection of the null hypothesis of strictlyogenous regressors, indicating the need of an

estimation method that appropriately addresses prablem of endogenous independent

variables.
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The GMM estimator can deal with problems of endeggrusing instrumental variables.
According to Bond, Hoeffler and Temple (2001, p, 9) System GMM estimation the
instruments used in the level equations are thgelddirst differences of the series, and this
procedure requires the non-correlation between léigged first differences of endogenous
regressors and the level error term, includinggpecific effect. A problem that may arise from
the use of System GMM estimators is the large nunolbenstruments, which can lead to the
over-identification of the model. Therefore, we kg the Sargan/Hansen over-identification
test. The null hypothesis of the test is the nometation between the set of instruments and the
errors, which implies the correct linear specificatof the model. The results presented in Table
10 suggest that these conditions are acceptahle e null hypothesis was not rejected in any
of the specifications. Tests for first and secondkep autocorrelationnfl andm2) proposed by
Arellano and Bond (1991, p. 281-283) are also teporin Table 10. If second order
autocorrelation is present, some lags may be ithadi instruments. Results show a consistent
pattern with the hypothesis of non-correlation ihraodels, with a negative and statistically
significant value fom1and not significant fom2

In order to verify the validity of the additionaksumptions required by System GMM
when compared to Difference GMM, we performed tifieigbnce-in-Hansen test (DIF-Hansen in
Table 10). The null hypothesis of the test is thatadditional instruments in System GMM are
valid. The results show that the null hypothesisnod be rejected, which reinforces the use of the
System GMM. For this reason, Difference GMM resudt® omitted here. To verify the
robustness of System GMM estimation results, omktao-step procedures were run. The two-

step estimation, though asymptotically more efficighan the one-step, tend to present
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downward-biased standard errors. To mitigate thisblpm, the finite-sample correction
proposed by Windmeijer (2005) was used.

It can be seen from Table 10 that the variable teptesents the sentiment index is
negative and statistically significant in all magleThis implies that after a period of positive
sentiment, stocks rates of return are lower and-varsa. This result corroborates the findings in
the analysis of variance. Another important facbéonoted is that the beta coefficient was not
significant in the presence of the market sentimedex. All other control variables were
statistically significant in some degree despite #stimation model. This result points to the
importance of the sentiment index as a relevaribfan pricing models, even in the presence of

the measure of systemic risk.

5.CONCLUSION

In the classical theory of finance, investor sepfinis not considered an important
variable to explain stock prices. The results prese in this article refute this idea. After the
proposition of a methodology for creating a sentimandex for the Brazilian market, we
analysed the relationship between the stock ratestorn and the level of market sentiment
using analysis of variance and a panel data priciadel.

Firms were quarterly classified into quintiles acting to the following factors: market
value, total risk and age. For each quintile (repnting a portfolio of stocks) we calculated the
average returns according to the level of the s®nit index in the previous quarter (negative or
positive). After a positive sentiment period, steekhich are attractive to optimistic investors and

speculators (smaller, riskier and younger firmsjl &&ss attractive to arbitrageurs, have lower
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returns. Moreover, after a period of negative seeiit, this pattern is attenuated (for age and
market value factors) or even reversed (for thefastor).

These conclusions were achieved after a two-way XAN@vith sentiment as the main
factor and each of the firm characteristics as dbatrolling factor. For each attribute the
ANOVA helped to identify the presence of interantibetween the two factors. In case of no
interaction, each factor was individually analys€de market value factor was the only one that
showed a statistically significant interaction wantiment. In this case only, the four treatments
were separately analysed. Results showed that afperiod of positive sentiment, low market
value stocks had significantly lower returns thémeo combinations of factors.

The interaction effect between sentiment and eddheoother two control factors were
not statistically significant. For the risk factonly sentiment was significant, confirming that
after a period of negative sentiment the ratesetiirn are higher than those after a positive
sentiment period. Risk itself was not a significtadtor: high-risk portfolios rates of return were
no different from low-risk portfolios rates of rens. For the age factor, it was found that after a
period of negative sentiment, returns were sigaifity higher than after a positive sentiment
period, and that the portfolios comprised of old@mpanies had significantly higher returns.

All initial ANOVA results were subsequently valigat by more robust estimation
techniques. Concerns with heteroskedastic resichaate been mitigated with the use HC3 type
covariance matrix correction as described in Dandsnd Mackinnon (1993). Issues with
normality of residuals were mitigated with the estiion of a non-parametric model as suggested
by Neter et al. (1996). Results did not changernel@vant manner, showing their robustness.

Finally, we estimated a pricing model including thearket sentiment index, the

systematic risk (beta) and factors such as mark&iey market-to-book ratio, leverage and
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growth opportunities. Pricing model results confitimat the sentiment variable plays a relevant
role. The stability and robustness of these resvdi® investigated by estimating the model using
different techniques: POLS, random effects, fixéfkats and system GMM. No significant

variation was found. These results open up pogssilfor future research in finance: other ways
of measuring investor sentiment can be employes ptocess of orthogonalising the index can
be done against other variables, and differentrobwariables can be included in the pricing

model. The inclusion of a behavioural variablerisairaged in future asset pricing research.
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