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Improving forecasting performance with long memory and comovements

Abstract

The Financial Accounting Standards Board recognizes historical volatility as an acceptable volatility forecasting method for option expensing purposes. In this paper, we empirically investigate the performance of using historical volatility to forecast long-term stock return volatility in comparison with a number of alternative forecasting methods. Analyzing forecasting errors and their impact on reported income due to option expensing, we find that historical volatility is a poor forecast for long-term volatility and the shrinkage adjustment toward the comparable-firm volatility only marginally improves its performance. Forecasting performance can be improved substantially by incorporating both the long-memory property and comovements with common market factors. If this improved forecasting method becomes the new industry standard for volatility forecasting, the potential range of managerial discretion over expected volatility estimation could be reduced substantially.
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I. Introduction

U.S. companies are now required by the Financial Accounting Standards Board (FASB) to recognize, as opposed to disclosing it in footnotes, the full cost of employee stock options (ESOs) granted to their top executives and other employees. While the FASB’s final statement on option expensing (Statement of Financial Accounting Standards No. 123R) provides fairly detailed guidelines, firms still have much leeway in their estimation of option fair value. In particular, management may have substantial discretion in estimating inputs to option pricing models such as expected stock volatility and expected option life. A number of recent studies (e.g., Balsam, Mozes and Newman (2003), Bartov, Mohanram and Nissim (2004), Aboody, Barth and Kasznik (2006), Johnston (2006), and Hodder, Mayew, McAnally and Weaver (2006)) have examined such managerial discretion and the possible motives. These studies find that a large proportion of firms appear to be motivated by opportunistic incentives and exercise discretion over option pricing model inputs to reduce reported option value (relative to the level predicted by historical and/or industry experiences). They do this primarily by underestimating expected option life and expected stock volatility. At the same time, there is also some evidence that many other firms are motivated by informational incentives and exercise discretion to increase reported option value. These firms appear to incorporate private information about their future prospect and try to improve the ex post accuracy of reported option value.

In this paper, we do not examine the broader issue of managerial incentives to manipulate the reported stock option expense. Instead, we focus on the appropriateness and impact of using historical volatility to forecast expected stock volatility for option expensing purposes. Although SFAS 123R recognizes historical volatility as an acceptable volatility forecasting method for option expensing purposes, there is some evidence (e.g., Alford and Boatsman (1995)) that historical volatility is a poor forecast for future realized volatility. As prior research suggests, most firms appear to use historical volatility as the starting point in volatility forecasting and then make discretionary adjustments to finalize their reported volatility forecasts. If historical volatility is indeed a rather poor forecast for expected volatility, management may inherently
have too much discretion in the estimation of expected volatility and can easily justify even fairly large deviations from historical experience. We empirically examine the performance of using historical volatility to forecast long-term stock return volatility in comparison with a number of alternative volatility forecasts. Analyzing forecasting errors and their impact on option value for a large sample of U.S. firms, we find that historical volatility is a poor forecast for long-term stock return volatility and suggest an alternative approach that substantially improves its forecasting performance. By providing a more reliable volatility forecasting method, our study may help reduce the level of potential discretion management has over reported volatility.

Given the possible impact of volatility forecasting on option expensing, it is surprising that there has been little prior research devoted to forecasting long-term stock return volatility. Although there is a vast literature on volatility estimation and forecasting,1 virtually all previous research concentrates on forecasting short-term volatility (varying from one-day to one-year horizons). In comparison, the valuation of ESOs requires the forecasting of stock return volatility over three- to ten-year horizons. We are aware of only one previous study that examines this important issue for a large sample of U.S. firms. Alford and Boatsman (1995) empirically evaluate the performance of historical forecasts in predicting long-term stock return volatility over the sample period from 1965 to 1987. Their results indicate that the historical forecast is on average 17 to 19% off the target (based on median absolute percentage errors). This level of forecasting errors can translate into sizeable differences when option value is calculated using the estimated volatility.2 A better approach to forecasting long-term volatility is thus needed.

Since stock return volatilities typically exhibit persistence over time and contemporaneous comovements with market-wide common factors (e.g., Ding, Granger, and Engle (1993), Bollerslev and Mikkelsen (1996, 1999), Andersen, Bollerslev, Diebold, and Ebens (2001), Andersen, Bollerslev, Diebold, and Labys (2001, 2003), and Pong, Shackleton, Taylor and Xu (2004)), we propose an alternative volatility forecasting method based on the Long-Memory Vector AutoRegressive (LM-VAR) model using a system of multivariate
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1See the survey papers by Poon and Granger (2003) and Andersen, Bollerslev, Christoffersen, and Diebold (2005) for a comprehensive review of the related literature.
2For an at-the-money option with five years remaining to maturity, a 17% forecasting error in volatility would translate into a 10% difference in option value (estimated using the Black-Scholes-Merton (1973) model assuming the firm’s true volatility is 30%, the risk-free rate is 5% and the firm does not pay any dividends). Such differences are clearly economically too large to be ignored.
volatility time series. The LM-VAR forecasting method incorporates both long-memory (LM) properties and comovements (VAR) in stock return volatility and is still relatively simple to implement. In particular, the LM-VAR volatility forecasts have several advantages over historical volatility based forecasts. First, the LM-VAR model separates short-term or transitional fluctuations from the long-term or permanent trend in the volatility time series and formulates volatility forecast using the latter instead of the former. Secondly, the LM-VAR model recognizes comovements of stock return volatility with common market factors and incorporates long-term trends in the latter to construct stock return volatility forecasts. Finally, the LM-VAR forecasts utilize all available historical data instead of truncating it at an arbitrarily chosen date.

For a sample of more than 2,000 U.S. firms, we empirically evaluate the performance of a number of volatility forecasts including three historical volatility based forecasts (i.e., historical, comparable-firm and shrinkage forecasts), volatility forecasts based on commonly used time series models (e.g., AR(1) and ARMA(1,1)), and those based on the LM-VAR model. For each volatility forecast, we evaluate its out-of-sample forecasting performance by comparing the volatility forecast with the actual stock return volatility realized over the forecasting period. The statistical significance of forecasting errors as well as their impact on option expensing are then analyzed. To ensure the robustness of our findings, we evaluate forecasting performance across different firm-size groups, forecasting horizons and performance measures.

The main findings from our empirical analysis are summarized as follows. First, historical volatility is a poor forecast for long-term stock return volatility. When historical volatility is used to predict future volatility over a five-year horizon, the median absolute percentage error is 22.8%, 20.7% and 22.0% for large, medium and small firms, respectively. These figures are comparable with but slightly higher than the corresponding figures (17 to 19%) previously reported in Alford and Boatsman (1995). The slightly elevated level of forecasting errors in our study is consistent with the differences in market conditions during the sample periods used in the two studies. Alford and Boatsman (1995) use an earlier sample period (prior to
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3It is important to emphasize that for a volatility forecasting method to be acceptable for option expensing purposes, it must be relatively simple to implement. As we demonstrate subsequently, this is indeed the case with the LM-VAR volatility forecast. This important practical consideration has played a role in our choice of the LM-VAR model as a key alternative forecasting method to historical volatility.
1987) during which stock returns are generally less variable than they are in our sample period (from 1990 to 2004).

Secondly, the LM-VAR forecast is consistently more accurate than other volatility forecasts, with significantly smaller forecasting errors (both statistically and economically), across all firm-size groups, forecasting horizons and performance measures. For example, the LM-VAR forecast is on average 14 to 30% more accurate than the historical forecast in predicting long-term volatility (based on median absolute percentage errors). Such differences in forecasting errors can have a substantial impact on the valuation and expensing of stock options due to the sensitivity of option value to changes in volatility. Evaluating annual stock option grants awarded to CEOs in our sample, we find that the valuation errors are on average reduced by 47 to 73% if the LM-VAR forecast is used instead of the historical forecast.\footnote{We use the Black-Scholes-Merton (1973) model, adjusted for the expected life of the option due to premature exercise or forfeiture, to determine the option value because it is the primary valuation method recommended by the FASB. As the Black-Scholes-Merton model assumes constant volatility, there are potential inconsistencies when we use volatility forecasts from time-series based models (such as the LM-VAR model) as an input to the Black-Scholes-Merton model. A different option pricing model is required when stock returns are no longer normally distributed. Over longer horizons (e.g., five years), however, the impact of stochastic volatility and/or jump risk tend to average out over time and stock returns are roughly normally distributed. It is thus not unreasonable to use the Black-Scholes-Merton model in our study.} Not surprisingly, the choice of volatility forecasts has a substantial impact on option expensing as well. We find that option valuation errors can on average impact reported income by 3.7%, 3.4%, and 8.2% for large, medium and small firms in our sample, respectively, if historical forecasts are used. The impact of option valuation errors on reported income is roughly cut in half if the LM-VAR forecasts are used instead. This level of differences highlights the importance of volatility forecasting and lends strong support for the LM-VAR model as an appropriate estimation and forecasting method for long-term stock return volatility.

In addition, volatility forecasts based on commonly used time series models (e.g., AR(1) and ARMA(1,1)) perform as poorly as historical volatility in predicting long-term volatility. Some of these forecasts exhibit marginal improvement while others perform even more poorly than historical volatility. Intuitively, these volatility forecasts are constructed to place more weight on the short-term variations in volatility than on the long-term trends or dynamics. Although they may be reasonable methods for forecasting short-term volatility, they are poor candidate for forecasting long-term volatility.
Finally, shrinkage forecasts, constructed by adjusting the historical volatility toward the comparable-firm volatility, at best perform only marginally better than historical volatility in predicting long-term volatility. Though generally consistent with the findings in prior research, our results suggest that the shrinkage adjustment makes little difference in the forecasting performance of historical volatility. In comparison, the LM-VAR forecasts perform substantially better than the historical forecasts (as well as the shrinkage forecasts) across all firm-size groups, forecasting horizons and performance measures.

Overall, our findings have important implications for forecasting long-term volatility and option expensing. Historical volatility is a poor forecast for future stock return volatility and can lead to economically large errors if it is used to estimate the fair value of ESOs. More importantly, we identify two key features of stock return volatilities – long memory (LM) and comovements (VAR) – that are particularly helpful in predicting long-term volatility. We also construct a relatively simple volatility forecast incorporating these two features and demonstrate its superior performance in forecasting accuracy and consistency. By providing a more reliable and more accurate forecasting method, our research helps reduce the level of potential discretion firms have over reported volatility.

The rest of the paper proceeds as follows. The next section examines the problem of forecasting long-term volatility and provides a detailed description of the LM-VAR forecast. Section III describes the data, sample selection and summary statistics of stock return volatilities. Section IV empirically investigates the performance of alternative volatility forecasts. Section V examines the economic significance of forecasting errors and the implications for option expensing. Section VI evaluates the performance of comparable-firm and shrinkage forecasts. Robustness analysis and further discussions are in Section VII. The final section concludes.

II. The LM-VAR Volatility Model

Suppose we are interested in predicting stock return volatility for firm $i$ during period $t$. The volatility forecast is constructed from a time series of historical volatilities, $\sigma_{i,j}$ (for $j = t - 1, t - 2, \ldots$) where $\sigma_{i,j}$ is estimated from higher frequency stock returns during each time period. For example, a monthly volatility...
series can be constructed from daily stock returns. In general, this type of volatility forecasts can be written as:

$$E_{t-1}(\sigma_{i,t}) = f(\sigma_{i,t-1}, \sigma_{i,t-2}, \ldots).$$  \hspace{1cm} (1)$$

The historical forecast used in Alford and Boatsman (1995) is a special case of this more general volatility model when $E_{t-1}(\sigma_{i,t}) = \sigma_{i,t-1}$. It essentially assumes that volatility is a random walk and past volatility is an unbiased forecast for future volatility.

Prior research (e.g., Ding, Granger and Engle (1993) and Andersen and Bollerslev (1997)) has established the importance of persistence in volatility time series and demonstrated that volatility persistence can be conveniently captured by a long-memory or fractionally-integrated (FI) process. Although transitory shocks to volatility (such as jumps) may play a role in forecasting volatility over short horizons, they are generally less informative about long-term trend in volatility movements. This is because jumps are rare events and their impact tends to be averaged out or much reduced over longer horizons. The long-memory feature captures the long-term trend in a volatility time series and is thus more important for forecasting long-term volatility.

Following prior research, we consider the ARfIMA($p, d, q$) specification of equation (1):

$$\Phi(B)(1 - B)^d \sigma_{i,t} = \Theta(B)\epsilon_{i,t},$$  \hspace{1cm} (2)$$

where $B$ denotes the lag operator, $\Phi(B)$ the AutoRegressive (AR) polynomial $1 - \sum_{k=1}^{p} \phi_k B^k$, and $\Theta(B)$ the Moving Average (MA) polynomial $1 + \sum_{k=1}^{q} \theta_k B^k$, $(1 - B)^d = \sum_{k=0}^{\infty} \frac{\Gamma(d+1)}{\Gamma(k+1)\Gamma(d-k+1)}(-1)^k B^k$, and $\epsilon_{i,t}$ is white noise. The AutoRegressive Fractionally Integrated Moving Average (ARfIMA) process is stationary with long memory if $0 < d < 0.5$ and non-stationary if $d > 0.5$. The specification in equation (2) will be referred to as the LM model subsequently.

Another important dimension in forecasting long-term volatility is the correlation or comovement between stock return series. Over long horizons, the economy and the stock market tend to experience cyclical
patterns. These market wide movements are likely to influence individual stock returns and should be incorporated into volatility forecasts. Following Ross (1976, 1977), we hypothesize that stock returns are generated by a multivariate APT model where the common factors may include broadly-based or industry-based stock market indexes. Within this general framework, stock return volatility is decomposed into systematic and idiosyncratic components. While the idiosyncratic component is firm specific, the systematic components capture the comovement of stock returns with the common factors. This well-known decomposition motivates the modelling of the joint dynamics of stock return volatility and volatilities of the common factors using a Vector-AutoRegressive (VAR) approach. The correlation or comovement between stock returns and the common factors should be helpful in forecasting the systematic components of the stock return volatility. Incorporating the common factors in the volatility model in equation (2), we propose a more general volatility forecasting method based on the following LM-VAR model:

\[ \Phi(B)(1 - B)^d X_{i,t} = \Theta(B)\epsilon_{i,t}, \]

where \( X_{i,t} \) is the vector of stock return volatility (\( \sigma_{i,t} \)) for firm \( i \) and the volatilities of the common factors (\( \delta_{k,t} \)) in period \( t \). In our subsequent empirical tests, we use monthly periods and model the joint dynamics of correlated monthly volatility time series.

Note that the proposed LM-VAR approach is quite general that it includes many standard volatility forecasts as special cases. In a univariate setting, the random walk, AR(\( p \)), and ARMA(\( p, q \)) models are all special cases of the LM-VAR model. For example, the historical forecast is a special case of the univariate LM-VAR forecast when \( p = 1 \) and \( d = q = 0 \). By embedding these commonly used volatility forecasts within our LM-VAR approach, it is straightforward to set up a horse race and evaluate the forecasting performance of competing volatility models. In addition, the LM-VAR approach also has some obvious advantages over the shrinkage forecast. The shrinkage forecast is constructed as a weighted average of historical and comparable-firm forecasts. As there are no theoretical guidelines for the appropriate weights to use, the weighting scheme is mostly chosen arbitrarily (with equal weights being the most common). In the LM-VAR approach, the weighting scheme is determined by the estimation process and optimized to
III. Data and Descriptive Statistics

To select the largest possible sample of U.S. firms for our empirical tests, we begin with all firms covered by the daily stock return database from the Center for Research in Security Prices (CRSP) over the time period from January 1, 1962 to December 31, 2004. To be included in our sample, we require firms to have return data available for the entire 15-year period from January 1, 1990 to December 31, 2004. The last ten years (from 1995 to 2004) of the sample period are used for out-of-sample testing in the subsequent empirical study while the preceding time period is used for volatility estimation. This inclusion criterion results in a final sample of 2,066 firms including 448 large firms, 550 medium firms and 1,068 small firms, based on the NYSE firm-size breakpoints in January 1990. Among the 2,066 firms in our sample, data availability varies widely from firm to firm. In each of the three size groups, there are some firms that have stock returns available for the entire 43-year sample period. In comparison, there are also firms in each group that barely have enough data to meet the minimum 15-year requirement. For each firm in the sample, we construct a monthly time series of stock return volatility. Following previous research (e.g., Merton (1980), Poterba and Summers (1986), French, Schwert, and Stambaugh (1987), and Schwert (1989)), we calculate the monthly volatility as the realized volatility during each calendar month using daily stock returns.

Table 1 reports descriptive statistics of the monthly volatility time series for firms in our sample. We calculate the mean, median, standard deviation, skewness, kurtosis, and the first five-order autocorrelations of the monthly volatility series for each firm in our sample. As these statistics (e.g., skewness) vary widely across firms, we report the average and median value of the statistics in each firm-size group as well as various percentiles to illustrate variations across firms. Results for large, medium and small firms are presented in Panels A-C, respectively. All reported volatilities and their statistics are annualized.

As expected, stock return volatility generally decreases with firm size. Take the firm-level average monthly volatility for example. The median value of this firm-level statistic is 27.4%, 32.0% and 53.0% for large, medium and small firms, respectively. In comparison, the corresponding average volatility on the
S&P 500 index is much lower at only 13.1%. It is even lower than the fifth percentile of the stock return volatility in each of the three size groups. This is not surprising due to the diversification effect across 500 stocks. In addition, monthly volatility time series for all firms are right skewed with fat tails as suggested by the positive skewness and excess kurtosis. This is consistent with the notion that volatilities usually vary within a normal range but can have occasional spikes or shifts as illustrated in Figure 1 which provides time series plots of the average monthly volatility for large, medium and small firms as well as the S&P 500 index.

More relevant to volatility forecasting are the dynamic properties of the volatility time series. The volatility time series of the S&P 500 index exhibits stronger autocorrelation than most individual firms do. As reported in the last column in Table 1, the first-order autocorrelation of the S&P 500 index volatility is 57.1%. In comparison, the average first-order autocorrelation is 47.4%, 45.6% and 48.7% for large, medium and small firms, respectively. These high levels of autocorrelation suggest volatility persistence for firms in our sample and particularly for the S&P 500 index. More importantly, the level of autocorrelation decays slowly as the number of lags increases (see the first five order autocorrelations in Table 1). This pattern of slow decay is further illustrated in Figure 3 which plots autocorrelations for up to 24 lags (or two years).

We also perform diagnostic analysis of the volatility time series which not only provides a better understanding of the dynamic properties of the volatility time series but also useful guidance for model specification. We fit the commonly used AR(1) model to the volatility time series of each individual stock and compute the diagnostic Ljung-Box statistics using 20 lags. The mean, median and other percentiles of the Ljung-Box statistics across firms in each size group are reported in Table 2. As the p-values for the Ljung-Box statistics indicate, the AR(1) is severely misspecified for virtually all firms in our sample.

Table 2 also reports the estimated degree of fractional integration (d), obtained using the Geweke and Porter-Hudak (1983) log-periodogram regression estimator as formally developed by Robinson (1995). The average estimated value of d is quite similar across the three firm-size groups, varying from 0.362, 0.352 to 0.375 for large, medium and small firms in our sample. In comparison, the corresponding estimate for the
S&P 500 volatility series is 0.425. As indicated by the 5th and 95th percentiles reported in Table 2, more than 90 percent of the estimated $d$ values are within the range between 0.195 and 0.485 for each of the three firm-size groups, suggesting a stationary volatility process with long memory for these firms. Figure 2 plots the estimated values of $d$ separately for large, medium and small firms in Panels A-C, respectively. It is clear that the overwhelming majority of estimated $d$ values are between 0.2 and 0.5. There is no estimated value of $d$ near or below zero. Although there is a small fraction of estimated $d$ values that are slightly above 0.5, they are rarely statistically significantly above 0.5, judging by the standard error of the asymptotic normal distribution. These results provide strong evidence that the monthly volatility series is stationary with long memory for the S&P 500 index and nearly all firms in our sample.\footnote{We also re-estimate the value of $d$ for the monthly series of logarithmic volatilities. Untabulated results indicate that the logarithmic volatility series are also stationary with long memory, supporting the results in Table 2.}

Figure 3 provides further visual illustration of the long-memory properties. It displays the sample autocorrelations of the volatility time series for up to 24 lags (or two years). The signature slow hyperbolic autocorrelation decay of long memory processes is evident in the plots. Figure 3 also shows the autocorrelations of the fractionally differenced volatility series which are obtained by applying the filter $(1 - B)^d$ to the raw monthly volatilities. It is evident that the fractional differencing operator eliminates the bulk of the serial dependence in each of the monthly volatility series. The autocorrelation coefficients of the fractionally differenced volatility series are close to zero for the S&P 500 index and all three size-based groups. This finding indicates that fractional differencing based on the long-memory property of the raw volatility series effectively identifies all predictive components of the time series. In other words, the residuals from fractionally differenced volatility series are essentially random noise with no predictive component. This result has direct implications for volatility forecasting and confirms the importance of the long-memory property in the volatility time series.

Finally, the last row of each panel in Table 2 also reports the correlation between the monthly return volatility of individual stocks and that of the S&P 500 index. The average correlation is 45.4%, 31.3% and 18.4% for large, medium and small firms in our sample, respectively. The correlation in volatilities...
between large firms and the S&P 500 index is thus quite high. Not surprisingly, the correlation in volatility
between firms and the S&P 500 index weakens as firm size declines. The S&P 500 index is primarily a
stock market index for large firms. The correlation in volatilities between an individual firm and the S&P
500 index is also plotted in Figure 4, separately for large, medium and small firms. It is clear that the
correlations may vary widely across firms and between size groups. For example, the 5th percentile for
large firms is 23.8% compared to the 95th percentile of 67.3%. For small firms, the corresponding numbers
are 7.1% and 45.9%, respectively. Nonetheless, it is important to recognize the correlation in volatilities
between firms and the S&P 500 index. Such level of correlation suggests that the S&P 500 volatility is
likely helpful in forecasting stock return volatility for these firms (more so for large firms) in a multivariate
(VAR) framework. It provides direct support for our subsequent construction of a benchmark volatility
forecast based on the LM-VAR model of the joint volatility time series of the firm and the S&P 500 index.

IV. Forecasting Performance

In this section, we empirically examine the performance of a number of volatility forecasts includ-
ing historical forecasts, volatility forecasts based on commonly used time series models (e.g., AR(1) and
ARMA(1,1)), and those based on the LM-VAR model. For the LM-VAR forecasts, we consider two addi-
tional variations that are based on either the LM model or the VAR model. Both volatility models are similar
to the LM-VAR model except that one feature (LM or VAR) is dropped in order to focus on the contribu-
tion of the other feature. These two variations allow us to isolate each feature (LM or VAR) and determine
its marginal contribution to the improvement in forecasting performance. Note that we do not include the
GARCH model and its variations even though they are among the most commonly used volatility models
in prior research. As documented in the literature, the GARCH models mainly capture volatility dynamics
over relatively high frequencies (e.g., daily) and its volatility forecasts perform better over short horizons
than over long horizons.\footnote{Although the long-memory property can be incorporated into the GARCH framework such as the FIGARCH($1,d,0$) models proposed by Baillie, Bollerslev, and Mikkelsen (1996), we do not include these models in our analysis. The estimation and implementation of the multivariate FIGARCH($1,d,0$) models are more complex and time consuming, particularly in the context of large-scale empirical tests such as ours.}
To construct the volatility forecast for a given future horizon, the underlying volatility model must be first estimated using data available at the time of the forecast. For the historical forecasts, such estimation is rather trivial since they are simply calculated as the historical volatility over a most recent period prior to the forecasting date. For the remaining five volatility forecasts, model estimation is necessary. On each forecasting date, the volatility model is estimated using the entire volatility time series available to date. As the forecasting date moves forward, we re-estimate the model by including additional volatility observations available since the previous forecasting date. The AR(1) and ARMA(1,1) models are estimated using the standard approach. For the LM model, we set the autoregressive lag to 1 based on the diagnosis from the Akaike and Schwarz criteria.\textsuperscript{7} For the VAR model, we implement a bivariate version of the model by including the volatility time series of the S&P 500 index and estimate the joint dynamics of the two volatility time series for the firm and the S&P 500 index. Finally, the LM-VAR model is estimated by applying an OLS estimation equation by equation under the normalization $\Phi(0) = I$. For justification of this approach and further details, see Andersen, Bollerslev, Diebold, and Labys (2003).\textsuperscript{added} With the forward rolling volatility forecast in each subperiod, stock return volatility over a given forecast horizon, such as 5-year, is aggregated using the square-root of sum of sub-period volatility forecast.\textsuperscript{8}

To determine the appropriate forecasting horizon for our empirical tests, we follow the FASB’s guidelines for determining the fair value of stock options. Firms are required to use the Black-Scholes-Merton model or its binomial variations, modified to take into account the option’s expected life or early exercise, to determine the fair value of a stock option. Although nearly all options are granted with a ten-year maturity, most are exercised between four and six years after the grant date (see Huddart and Lang (1996, 2003), Hemmer, Matsunaga and Shevlin (1996), Carpenter (1998), Heath, Huddart and Lang (1999), and Carpenter and Remmers (2001)). We thus primarily focus on a five-year forecasting horizon. Other forecasting horizons are also included for comparison purposes.

\textsuperscript{7}As suggested by Corsi (2004), heterogeneous autoregressions can also pick up long memory properties in the data. As shown in Andersen, Bollerslev and Diebold (2006), this approach can further simplify practical implementation of long memory models.

\textsuperscript{8}Given the fact that we are using historical data to forecast volatility over multi-horizons, e.g., 1-, 3- and 5-year horizons, a mixed frequency model such as the MIDAS model suggested by Ghysels, Santa-Clara and Valkanov (2006a, 2006b) can further improve the forecasting efficiency. We leave this for future research.
To evaluate the performance of each volatility model, we compare the volatility forecast with the realized volatility over the forecasting horizon. As in Alford and Boatsman (1995), the forecasting error is calculated as the difference between the volatility forecast and the realized volatility. Realized volatility is simply the sample standard deviation of daily stock returns over the specified forecasting period. The performance of a volatility forecast is then evaluated separately for each firm-size group and forecasting horizon, using various commonly used performance measures (or loss functions) including mean absolute errors, median absolute errors, mean absolute percentage errors and median absolute percentage errors. Model estimation and volatility forecasting are performed at the end of June and December in each calendar year during the period from 1995 to 2003. The results are summarized in Tables 3-5 for large, medium and small firms, respectively.

The main findings from our analysis of forecasting errors are as follows. First, historical volatility is a poor forecast for long-term volatility. When the five-year historical volatility is used to predict future volatility over the next five years, the median absolute percentage error is 22.8%, 20.7% and 22.0% for large, medium and small firms, respectively. These figures are comparable with but slightly higher than the corresponding figures (17 to 19%) previously reported in Alford and Boatsman (1995). The slightly elevated level of forecasting errors in our study is consistent with the differences in market conditions during the sample periods used in the two studies. Alford and Boatsman (1995) use an earlier sample period (from 1965 to 1987 (but excluding the October stock market crash in 1987)) during which stock returns are generally less variable than they are in our sample period (from 1990 to 2004). The differences between the two sample periods are clearly visible in the time series plot of historical volatilities in Figure 1. Interestingly, we also find that historical forecast should be estimated using past returns over a matching horizon as suggested by Alford and Boatsman (1995). The horizon-matching historical forecast appears to be more accurate than other historical forecasts. For example, the one-year historical volatility is a more accurate forecast for the one-year forecasting horizon than the five-year historical volatility is. Likewise, the five-year historical volatility provides a more accurate forecast for the five-year forecasting horizon than the one-year historical
volatility does. Not surprisingly, the most recent historical volatility with a comparable horizon is a key factor that the FASB requires U.S. companies to consider in their volatility estimation process.\textsuperscript{9}

Secondly, volatility forecasts based on commonly used time series models such as AR(1) and ARMA(1,1) perform as poorly as the historical forecast in predicting long-term volatility. Volatility forecasts based on the AR(1) model are generally more accurate than historical forecasts at longer forecasting horizons (e.g., the five-year horizon) but less accurate at shorter forecasting horizons (e.g., the one-year horizon), although the difference in forecasting accuracy appears to be quite minor in both cases. Intuitively, the AR(1) forecast is based on an adjustment to the mean using the intertemporal persistence of the volatility process. This is likely more beneficial at longer horizons than at shorter ones. The performance of the ARMA(1,1) model is similar except that it seems to perform more poorly than the AR(1) model at longer horizons (e.g., the five-year horizon). There appears to be a typical trade-off between in-sample fitting and out-of-sample forecasting performance. While the ARMA(1,1) fits the volatility process better in sample as a result of a more flexible model specification, the out-of-sample forecasting performance does not necessarily improve. This finding also suggests that over longer forecasting horizons, the autoregressive (or persistence) property is more useful than the moving-average property in forecasting volatility, providing further support for our long-memory based volatility forecasting approach.

More importantly, results in Tables 3-5 indicate that the LM-V AR model consistently provides the most accurate forecast for long-term volatility across firm-size groups, forecasting horizons and performance measures. Measured by the median absolute (percentage) error, the LM-V AR forecast is 14.9\% to 31.3\% (14.0\% to 30.4\%) more accurate than the historical volatility across firm-size groups and forecasting horizons. Consider the results for the large-firm sample with the five-year forecasting horizon (Panel C of Table 3) for example. The five-year historical volatility (HIS\textsubscript{5}) has a median absolute (percentage) error of 0.066 (0.228). In comparison, the LM-V AR forecast has a median absolute (percentage) error of 0.054 (0.185) or a reduction of 18.2\% (18.9\%). More importantly, the advantage of the LM-V AR forecast over the historical

\textsuperscript{9}See Section A32 of the FASB’s final statement on share-based payment, Statement of Financial Accounting Standards No. 123R.
forecast is substantial across all firm-size groups and forecasting horizons. In addition, the LM-VAR forecast also performs better than either the LM or VAR forecast, highlighting the importance of both features in predicting long-term volatility. It is thus important to capture both long-memory and comovement features of the volatility dynamics in order to provide a more accurate forecast for long-term stock return volatility.

An interesting question is whether the improved performance of the LM-VAR forecast is statistically significant. Although it is difficult to find a universally acceptable loss function for the ex-post evaluation and comparison of the forecasting performance of nonlinear models, several statistical procedures have been used for assessing the quality of such forecasts as discussed by Andersen, Bollerslev, and Lange (1999) and Christoffersen and Diebold (1999). Among such procedures, the simplest test is a $t$- or $F$-test of the difference in mean absolute error between two volatility forecasts. For the results reported in Tables 3-5, untabulated $t$-test results indicate that the LM-VAR forecast is significantly different from other volatility forecasts at either the 5% or 10% level. The improvement by the LM-VAR over competing models is thus statistically significant.

There are also two additional attractive features of the volatility forecasts from the LM-VAR model. One such feature is that the forecasting errors of the LM-VAR model are not only smaller than those from other models but also less variable. In Tables 3-5, we also report the 75th and 95th percentiles for the absolute errors and absolute percentage errors. These percentiles are smaller for the LM-VAR model than those for any other model across all size groups and forecasting horizons. This level of consistency in forecasting performance makes the LM-VAR model very appealing. Another attractive feature of the LM-VAR model is that its forecasting performance is consistent over time. As our empirical analysis covers the ten-year period from 1995 to 2004, it is interesting to see whether the superior performance of the LM-VAR model is observed consistently over time. This is an important issue as market volatility may vary significantly over time and experience occasional spikes or shifts as the plot in Figure 1 indicates. We thus divide the ten-year period into two five-year subperiods and re-evaluate the forecasting performance of different volatility models. Untabulated results indicate that the LM-VAR model consistently outperform all other methods in
both subperiods.

In summary, historical volatility is a poor forecast for long-term volatility while the LM-VAR forecast is substantially more accurate on a consistent basis. It also appears that both LM and VAR features of the LM-VAR model play an important role in improving forecasting performance. The long-memory feature of the model captures the persistence property of the volatility dynamics. By focusing on and extracting the long-run components of the volatility series, it provides a more accurate volatility forecast. The VAR setup also takes advantage of the comovement between volatilities of the target firm and the common market factors (such as the S&P 500 index). By capturing the long-term trend in the volatilities of the common factors and its potential impact on the firm’s stock return volatility, it further improves the forecasting performance.

V. The Impact of Forecasting Errors on Option Expensing

In this section, we investigate the economic impact of volatility forecasting errors on the expensing of stock options. Specifically, we wish to find out how much impact the forecasting errors can have on the fair value of stock options and the firm’s reported income due to option expensing. Before we empirically investigate this important issue, a simple numerical example provides an intuitive understanding of the potential impact on option valuation and expensing. Consider a hypothetical stock option with the following terms: the option is at the money, the stock return volatility is 30%, the risk-free rate is 5%, the option maturity varies from one to seven years, and the stock does not pay any dividends. These terms are roughly consistent with those of stock options granted to executives by a typical firm in our medium-size sample. In Figure 5, we plot the percentage pricing error of the above hypothetical stock option if the true volatility is overestimated or underestimated by 20% (or 6 percentage points). This level of estimation error is roughly consistent with the average forecasting error from using the historical forecast as reported in our Tables 3-5 and in Alford and Boatsman (1995). The Black-Scholes-Merton model is used to calculate option values. As shown in Figure 5, the volatility forecasting error can have a rather large impact on option value, ranging from 10% to 16%.

To further analyze the economic significance of volatility forecasting errors, we empirically investigate
their impact on option values. We assess the impact of forecasting errors by calculating option values using both the realized volatility and the various volatility forecasts and then comparing and analyzing the differences. To do so, we need stock option data for firms in our sample. We thus cross reference firms in our sample with the Standard and Poors’ ExecuComp database. We only keep firms that are covered by the ExecuComp and grant stock options to their top executives. Of the 448 large firms in the original sample, 390 firms still remain after cross referencing with the ExecuComp. As the firm size declines, the number of firms remaining drops off significantly. While 316 of the original 550 medium firms remain after cross referencing with the ExecuComp, only 176 of the original 1,068 small firms are left. The sharp drop-off, especially for small firms, is expected as the ExecuComp only include firms covered by the S&P 1500 index which tend to be larger than firms covered by the CRSP. Nonetheless, we still have a sizeable sample of remaining firms with a total of 804 firms.

For these 804 remaining firms in the sample, we evaluate the economic significance of forecasting errors by calculating the value of all stock option grants received by the CEO during the year the volatility forecast is constructed. We choose the CEO as he or she is the highest ranked executive in the firm and usually receives the most option grants. Only new option grants are included in our analysis because the ExecuComp provides details of the option terms (such as strike price, maturity date, and number of options in each grant) for new options only. We also make several simplifying assumptions: the Black-Scholes-Merton model is a reasonable model for estimating option value, all options have a five-year maturity, the risk-free rate is 5%, and the expected dividend yield over the next five years is identical to the actual dividend yield over the previous five years. These assumptions are reasonable since our goal is to examine the impact of volatility forecasting errors across different volatility models and these assumptions are unlikely to change the relative performance between volatility models in any biased manner. A potential inconsistency does arise when volatility forecasts from time-series based models (such as the LM-VAR model) are used as an input to the Black-Scholes-Merton model. While stock returns are assumed to be normally distributed with constant volatility in the latter, they are not in the former. A different option pricing model is required when
stock returns are no longer normally distributed. Over longer horizons (e.g., five years), however, the impact of stochastic volatility and/or jump risk tend to average out over time and stock returns are roughly normally distributed. It is thus not unreasonable to use the Black-Scholes-Merton model this way in our study.

Tables 6-8 present the impact of volatility forecasting errors on option value and two incentive measures. In each table, the results for large, medium and small firms are shown in Panels A-C, respectively. For each volatility forecast, we first calculate the value of the CEO’s option grants and two incentive measures, all in millions of dollars, using the volatility forecast. We repeat the calculation using the realized volatility over the expected life of the option (i.e., the five-year period after the grant date). The absolute error and absolute percentage error are then calculated for each volatility forecast. In addition to option values estimated using the Black-Scholes-Merton model, we also calculate two incentive measures that are commonly used in the executive compensation literature – the pay-performance sensitivity and the risk incentive of the CEO’s option grants. The pay-performance sensitivity is Hall and Liebman’s (1998) “dollars-on-percentage” measure, calculated as the change in the value of the option grants, in millions of dollars, if the firm value (or equivalently, the stock price) increases by one percent. The risk incentive is a variant of option vega, calculated as the change in the value of the option grants, in millions of dollars, if the stock return volatility increases by one percentage point.

Overall, the results in Tables 6-8 are consistent with the level of volatility forecasting errors reported in Tables 3-5 and the potential impact of volatility forecasting errors illustrated in Figure 5. As expected, a more accurate volatility forecast translates into improved estimates for option value and incentive measures. The estimation error is the smallest if the LM-VAR forecast is used. In particular, the errors from the LM-VAR forecast are generally less than half the size of the errors from the five-year historical volatility across all firm-size groups and alternative measures of forecasting errors. This level of improvement is clearly economically significant.

Consider first the impact of forecasting errors on option value reported in Table 6. For large firms (Panel A), the mean absolute (percentage) error in option value is $1.084 million (21.6%) for the five-year
historical volatility forecast. The corresponding figure for the LM-VAR forecast is $0.479 million (9.1%) which is 56% (58%) smaller than the error for the historical forecast. Similar or even stronger improvement is observed when we examine the median, 75th and 95th percentiles of the absolute errors. The results for medium and small firms (Panels B and C) are qualitatively similar.

In addition, results in Tables 7 and 8 also suggest even stronger gains in accuracy when incentive measures are calculated using the LM-VAR forecast instead of the other volatility forecasts. Consider the impact of forecasting errors on incentive measures for large firms (Panel A in Tables 7 and 8). For the pay-performance sensitivity and risk incentive measures, the mean absolute error of the LM-VAR forecast is 65% and 71% smaller than the corresponding error of the historical forecast, respectively. The results for medium and small firms (Panels B and C) are qualitatively similar. It is therefore even more important to use the right volatility forecast when evaluating the incentive effects of stock options.

To further illustrate the economic significance of volatility forecasting errors, we assess the impact of forecasting errors on the firm’s reported income due to option expensing. In order to do so, we calculate the total value of all options granted by each firm (to all employees including the CEO) during the year, using first the volatility forecast and then the realized volatility. We then determine the error in the estimated option value by calculating the percentage difference in the two option values. Finally, we translate both the option value and absolute error as a fraction of the firm’s net income, in order to capture the impact of option expensing and volatility forecasting errors on reported income. The results are summarized in Table 9. Take the large-firm sample (Panel A) for instance. As reported in the top half of the panel, the mean (median) ratio of total option value to net income varies from 23.6% to 27% (from 5.2% to 6.4%) depending on the choice of volatility forecasts. These numbers indicate that mandatory option expensing would result in significant downward revisions to reported income for a large fraction of these firms. The choice of volatility forecasting methods also matters given the range of variations across volatility forecasts. As for the impact of forecasting errors on reported income (the bottom half of the panel), there are also wide variations across different volatility forecasts. Using the five-year historical volatility forecast, the mean (median) absolute
error in total option value is 3.7% (0.8%) of net income. In comparison, the corresponding figure is 1.8% (0.3%) if the LM-VAR forecast is used. As a result, the LM-VAR forecast cuts the impact of forecasting errors on reported income by about half relative to that of the historical forecast. For option valuation and expensing, the choice of volatility forecasts is thus quite important.

For medium and small firms in our sample (Panels B and C, respectively), the impact of forecasting errors on option expensing is even stronger. For medium firms, the mean (median) ratio of total option value to net income varies from 46.4% to 49.4% (from 6.0% to 7.3%) depending on the choice of volatility forecasts. The corresponding figures for small firms are from 118.0% to 123.5% (from 15.1% to 16.0%). Not surprisingly, the impact of forecasting errors on reported income is also larger for these firms. For example, the mean (median) absolute error in total option value from using the five-year historical volatility is 3.4% (0.7%) of net income for medium firms and 8.2% (1.3%) for small firms. For the LM-VAR volatility method, the corresponding figure is 1.9% (0.4%) for medium firms and 3.6% (0.7%) for small firms. Again, the LM-VAR forecast reduces the impact of forecasting errors on reported income by about half relative to that of the historical forecast.

VI. Comparable-Firm and Shrinkage Forecasts

Previous research (e.g., Alford and Boatsman (1995)) suggests that a shrinkage adjustment toward comparable-firm volatilities can improve the forecasting performance of historical volatility. The basic idea is to combine the historical volatility of the target firm (i.e., whose volatility we wish to predict) with the historical volatilities of comparable firms. Although a firm’s stock return volatility fluctuates over time, it tends to exhibit strong comovements with volatilities of comparable firms. The median or average volatility of comparable firms is thus useful in establishing the long-term trend in volatility movement and provides a useful benchmark for forecasting the target firm’s future volatility. The shrinkage forecast is constructed by combining the target firm’s historical volatility with the median or average historical volatility of the comparable firms. Although equal weights are typically used, other weights (e.g., 1/3 and 2/3) can be used as well.
Although the shrinkage forecast is expected to be more accurate than the historical forecast, it is unclear how its performance compares with that of the LM-VAR forecast. In this section, we empirically evaluate the performance of the shrinkage forecast in comparison with the LM-VAR forecast as well as the historical and comparable-firm forecasts. In order to do so, we need to match each firm in our sample with a number of comparable firms. The comparable-firm forecast is then constructed as the median historical volatility of the selected comparable firms while the shrinkage forecast is a weighted average of the historical and comparable-firm forecasts.\textsuperscript{10} Once all volatility forecasts are constructed, we evaluate their forecasting performance by comparing them with the realized volatility over the forecasting period.

To select appropriate comparable firms, we follow prior research (e.g., Lev (1983), Christie (1982) and Karolyi (1993)) by considering firms in the same industry with similar size and leverage. We begin with the full sample of firms selected in Section III. For each firm (referred to as the target firm) in that sample, we search for ten comparable firms based on industry, firm size and leverage. We use the first two digit of the SIC to identify industries. Firm size is proxied by market capitalization while leverage is defined as the ratio of total debt to total assets. To qualify as a comparable firm, it must have at least three years of historical daily stock return data on the forecasting date, be in the same industry, and have both its size and leverage within 50\% of the target firm. If there are less than seven firms meeting the requirement, the target firm is not included in the out-of-sample test on that particular forecasting date. Although the number of such firms varies across forecasting dates, they represent on average only 6\% of the sample firms. If there are more than ten firms meeting the requirement, we select the top ten firms based on how closely they match up with the target firm. The quality of the match is proxied by a score based on the sum of squared percentage deviation in firm size and squared percentage deviation in leverage. This score summarizes how the comparable firm deviates from the target firm in both size and leverage and can vary from a minimum of zero to a maximum of 50 (\%). We select the ten firms with the lowest scores as our choice of comparable firms for the target firm. Since firm size and leverage change over time, a different set of comparable firms are likely matched.

\textsuperscript{10}We follow Alford and Boatsman (1995) and construct the comparable-firm forecast as the median historical volatility of the comparable firms. We also consider the average historical volatility of the comparable firms as robustness check. The results are not materially different.
for the same target firm on different dates.

Table 10 reports summary statistics of the monthly volatility series for both the target firms (T.F.) and comparable firms (C.F.). For comparable firms, the monthly volatility is the median volatility for the ten comparable firms. Results for large, medium and small firms are separately reported in Panels A-C. Overall, these statistics illustrate similarities between the volatilities of the target and comparable firms. The two volatility series are matched quite well with comparable mean, median and other percentiles for all three size-based groups. More importantly, the correlation ($\rho$) between the volatilities of the target and comparable firms indicates substantial comovements between the two volatility series. As expected, the level of correlation is higher for large firms (with a mean of 0.291) than for small firms (with a mean of 0.220). In addition, the degree of fractional integration ($d$) reported in Table 10 suggests that the target and comparable firms share similar dynamic properties. Both volatility series are stationary with long memory. Table 10 also reports the correlation of the stock return volatility with the S&P 500 index volatility (denoted $\rho$(SPX) in the table) for both target and comparable firms. These correlations are very closely matched between target and comparable firms in every firm-size group.

We next empirically examine the performance of the shrinkage forecast in comparison with a number of alternative forecasts. For each target firm, we evaluate eight volatility forecasts including three historical volatility based forecasts (i.e., historical, comparable-firm and shrinkage forecasts) and five additional forecasts that incorporate either the LM, VAR or both properties. The historical forecast (denoted HIS) is constructed by calculating the target firm's historical volatility using daily stock returns over the most recent time period matching the length of the forecasting horizon. The comparable-firm forecast (COM) is the median historical volatility for the ten comparable firms, again using daily stock returns over the most recent time period matching the length of the forecasting horizon. The shrinkage forecast (SHR) is the equally weighted average of the historical and comparable-firm forecasts. We do consider other weighting schemes in subsequent robustness analysis and evaluate their impact on forecasting errors. The VAR2 forecast is constructed from a two-dimensional VAR model that combines the volatility time series of the target and
comparable firms. The VAR3 forecast is constructed from a three-dimensional VAR model that combines the volatility time series of the target firm, the comparable firms, and the S&P 500 index. The LM forecast is constructed from a single volatility time series of the target firm, incorporating the LM feature. The LM-VAR2 forecast is similar to the VAR2 forecast except that the LM feature is incorporated in both volatility time series. Finally, the LM-VAR3 forecast is constructed similarly as the LM-VAR2 forecast except that the volatility time series of the S&P 500 index is added as another common factor.

Note that volatility forecasts based on the VAR feature alone are likely to perform more poorly than the corresponding forecasts based on both LM and VAR features. We include these purely VAR-based forecasts in the comparison because they have some similarities with the shrinkage forecasts (SHR). In particular, the VAR2 forecast is constructed using the same two volatility time series (of the target and comparable firms) as the shrinkage forecast is and imposes a relatively minimal model structure. Intuitively, the VAR2 forecast can be considered as a generalized form of the shrinkage forecast. The advantage of the VAR2 forecast is that the weights between historical and comparable-firm volatilities are determined by how the two volatility series correlate instead of the ad hoc scheme used in the shrinkage forecast. It is thus interesting to see how the VAR2 forecast compares with the shrinkage forecast in predicting long-term volatility.

Tables 11-13 summarize the forecasting errors for the eight volatility estimators for large, medium and small firms, respectively. As in Section III, we apply several performance measures to evaluate the forecasting errors including the mean absolute error, the median absolute error, the mean absolute percentage error and the median absolute percentage error. Overall, the results suggest that the three historical volatility based forecasts (i.e., historical, comparable-firm and shrinkage forecasts) are all poor candidate for forecasting long-term volatility, with the shrinkage (comparable-firm) forecast slightly more (less) accurate than the historical forecast. The two LM-VAR based forecasts (LM-VAR2 and LM-VAR3) provide the most accurate forecast and are substantially more accurate than the three historical volatility based forecasts.

To focus on the shrinkage forecast, we further examine its forecasting performance in comparison with the LM-VAR based forecasts. First, the shrinkage forecast is substantially less accurate than either the
LM-VAR2 forecast or the LM-VAR3 forecast in predicting long-term volatility. Take the sample of large firms with the five-year forecasting horizon (Panel C in Table 11) for instance. The shrinkage forecast has a median absolute (percentage) error of 0.064 (0.253). In comparison, the corresponding errors from the LM-VAR2 and LM-VAR3 forecasts are 0.057 and 0.053 (0.194 and 0.179), respectively. The forecasting error of the shrinkage forecast is, respectively, 12% and 21% (30% and 41%) larger than the corresponding errors of the LM-VAR2 and LM-VAR3 forecasts. A similar level of differences in forecasting performance is also observed for other firm-size groups, forecasting horizons, and performance measures. As expected, the LM-VAR3 forecast is the most accurate among all volatility forecasts.

Secondly, the shrinkage forecast is consistently less accurate than the VAR2 forecast across all firm-size groups, forecasting horizons and performance measures. Take the sample of medium firms with the five-year forecasting horizon (Panel C in Table 12) for example. The VAR2 forecast has a median absolute (percentage) error of 0.057 (0.183). In comparison, the corresponding error from the shrinkage forecast is 0.064 (0.217) or 12% (19%) larger. Since both volatility forecasts are constructed using the same two volatility time series, the reported differences in forecasting performance highlight the importance of incorporating comovement between volatility series. In comparison, the shrinkage forecast is constructed using arbitrary weights between the historical and comparable-firm forecasts regardless how the two volatility series are correlated.

Finally, the shrinkage forecast is substantially less accurate than the LM forecast across all firm-size groups, forecasting horizons and performance measures. Take the sample of medium firms with the five-year forecasting horizon (Panel C in Table 12) for instance. The LM forecast has a median absolute (percentage) error of 0.056 (0.178). In comparison, the corresponding error from the shrinkage forecast is 0.064 (0.217) or 14% (22%) larger. This is an interesting finding as the LM forecast is constructed using the target firm's volatility time series alone while the shrinkage forecast is constructed using the volatility time series of both the target and comparable firms. The shrinkage forecast is thus much less effective than the LM forecast in extracting relevant information from historical data to project future stock return volatility. The poor
performance of the shrinkage forecast is likely due to a couple of inherent problems in its construction. One such inherent problem is that the shrinkage forecast is based on historical volatilities. As we have already demonstrated, historical volatility is a poor forecast for future realized volatility. It fails to incorporate the long-term trend or dynamics in the volatility time series as the LM forecast does. Another inherent problem of the shrinkage forecast is the ad hoc weighting scheme it applies to the historical volatilities of the target and comparable firms. The arbitrarily chosen weights do not reflect the correlation or comovement between the two volatility time series at all, which can add further variation in the performance of the shrinkage forecast.

VII. Robustness and Further Analysis

A key implementation issue for the LM-VAR forecast is the choice of common factors in the model. Aside from capturing the market-wide stock return movements, the selected common factors must also have two other important time series properties – stability and persistence. It should be less volatile than the stock returns of the firms whose volatility we are trying to forecast. A volatile common factor brings to the table both useful information on market movements and noise. An excessive level of the latter can substantially reduce the forecasting efficiency. The common factor should also be persistent over time, ideally exhibiting a high degree of long memory. Such common factors are more predictable and thus more helpful in identifying long term trends. We have focused on the S&P 500 index as the primary common factor in our empirical tests thus far. It is the most commonly used stock market index in both academic research and practical applications. The VIX volatility index, a widely-followed stock market volatility index constructed by the Chicago Board Options Exchange, is also based on the S&P 500 index. As we demonstrated previously (see Table 2), the S&P 500 index exhibits both required time series properties of a proper common factor for the LM-VAR model. The superior forecasting performance of the LM-VAR model reported previously supports the use of the S&P 500 index as a common factor.

Nevertheless, we have also considered other common factors such as the S&P 400 (mid-cap) index, the S&P 600 (small-cap) index, and the Fama-French factors in a robustness analysis. Unreported empirical
tests indicate that the S&P 500 index is a far better common factor for the LM-VAR model than any of the alternative common factors. The LM-VAR forecasts constructed using the alternative common factors are usually less accurate than the corresponding LM-VAR forecasts constructed using the S&P 500 index. This is because these alternative common factors are either more volatile or less persistent than the S&P 500 index or both. Even for medium and small firms, it is better to use the S&P 500 index as the common factor than the S&P mid-cap and small-cap indexes in the LM-VAR model. The increased volatility and reduced persistence make these two indexes less attractive for volatility forecasting purposes. Similarly, the Fama-French factors have very little persistence in their volatility time series and are not suitable choices for the LM-VAR model. The choice of the common factor is thus quite important for ensuring the forecasting performance of the LM-VAR model.

In addition, we have considered volatility forecasts based on other time series models such as the AR(2), GARCH(1,1), GARCH(1,2) and GARCH(2,1) models and investigated how our LM-VAR forecast performs relative to them. Our prior expectation is that although these time series models may be reasonable choices for forecasting stock return volatilities over short horizons (e.g., one-day to one-month horizons), they are generally less suitable for forecasting long-term volatilities (e.g., one-year or longer horizons). Untabulated results indicate that our expectation is correct and these alternative time series models perform similarly as the AR(1) and ARMA(1,1) models in forecasting long-term stock return volatility. The LM-VAR model remains to be a far better choice for long-term volatility forecasting.

Another implementation issue is the selection of comparable firms in the shrinkage forecast. Results from Alford and Boatsman (1995) suggest that the forecasting performance can vary widely if different matching criteria are used to select the comparable firms. They find that the best forecasting performance is obtained when comparable firms are matched based on industry, firm size and leverage. Our empirical results are consistent with their findings. Untabulated results indicate that the best results are obtained when comparable firms are selected by matching all three factors (i.e., industry, firm size and leverage). The forecasting performance deteriorates slightly if either firm size or leverage is not matched. We also
investigate the impact of weighting schemes on the performance of the shrinkage forecast. All reported results for the shrinkage forecasts are produced using equal weights between the historical volatilities of the target and comparable firms. In a robustness check, we reproduced the forecasting errors of the shrinkage forecast using either the [2/3, 1/3] or the [1/3, 2/3] weighting scheme between the two historical volatilities. Unreported results show that the two shrinkage forecasts with unequal weights perform slightly worse than the shrinkage forecast with equal weights. All our inferences still hold if we have used either of these unequal weighting schemes.

A related issue is how many comparable firms should be included in constructing the comparable-firm or shrinkage forecast. Following Alford and Boatsman (1995), we use ten comparable firms for each target firm. Is the forecasting performance affected by the number of comparable firms used? The answer is yes, although no previous study has actually addressed this intriguing question. To provide some definitive answers, we re-examine the empirical tests in Tables 11-13 but now vary the number of matching firms from one to 15. Untabulated results show that the forecasting performance of the shrinkage forecast improves as the number of comparable firms increases. The improvement tails off sharply after ten comparable firms are used. More importantly, the shrinkage forecast performs more poorly than the target firm’s own historical volatility if less than seven comparable firms are used. The main reason for the improvement in forecasting performance (as more comparable firms are used) is the significant reduction in the comparable firms’ volatility due to the diversification effect. As the noise in the comparable firms’ volatility is reduced, the forecasting efficiency improves. In comparison, the performance of the LM-VAR forecast is only slightly influenced by the number of comparable firms. Even if only one comparable firm is used, the LM-VAR model still provides a more accurate forecast than the target firm’s own historical volatility. This is because the VAR setup has the inherent ability to filter out much of the noise in the comparable firms’ volatility. As a result, the forecasting performance is only slightly influenced by the number of comparable firms used.

Finally, it is prudent to point out some potential limitations of the LM-VAR model in forecasting long-term volatility. The LM-VAR model imposes nonlinear dynamics on the underlying volatility time series
and allows for comovements between volatility series. Its implementation is thus more demanding in model estimation and data requirement than historical-volatility based forecasts do. These technical complications are not insurmountable, however. As suggested by Andersen, Bollerslev, Diebold, and Labys (2003), the LM-VAR model can be estimated by applying an OLS estimation equation by equation under the normalization \( \Phi(0) = I \). We use this simplified estimation method in all our empirical tests involving the LM-VAR model. Our results indicate that the simplified estimation method performs quite well and is indeed a reasonable method for estimating the LM-VAR model. This rather simple estimation method makes the LM-VAR forecast accessible to a much wider audience in academia and the business community. Another potential limitation is the data requirement in the estimation of the LM-VAR model. Unlike historical volatility based forecasts, the estimation of the LM-VAR model requires longer time series of data for volatilities of the target firm and the selected common factors. Data limitation can be a problem if the target firm is a recent IPO firm. With little or no past history of stock returns, it is difficult to estimate the LM-VAR model. One possible solution is to boost sample size through bootstrapping. This is reasonable if the available data, though sparse, are representative of the true underlying distribution. If that is not the case or there is simply too little or no data available (e.g., a recent IPO firm), we may have to rely on stock returns from comparable firms to estimate the LM-VAR model. This problem is beyond the scope of the present study and will be left for future research.

**VIII. Conclusions**

In this paper, we empirically investigate the forecasting performance of historical forecasts in comparison with a number of alternative volatility forecasts. We focus on long-term volatility forecasting and its impact on valuing and expensing stock options. Although previous research has examined the performance of historical forecasts in this context (e.g., Alford and Boatsman (1995)), the focus was merely the comparison of three historical volatility based forecasts (i.e., historical, comparable-firm, and shrinkage forecasts). A key innovation in the present research is to re-evaluate historical volatility based forecasts in a horse race with a number of alternative volatility forecasts that incorporates both the long-memory property of
volatility time series and comovements with common factors.

Using a large sample of over 2,000 large, medium and small U.S. firms, we find that historical volatility is a poor forecast for long-term stock return volatility and the shrinkage adjustment only marginally improves its performance. Forecasting performance can be improved substantially, however, if the volatility forecast incorporates both the long-memory property of the volatility time series and comovements with common factors (such as the S&P 500 index volatilities). Our results indicate that the impact of forecasting errors on option expensing is reduced by approximately 50% if the LM-VAR forecast is used instead of the historical forecast. Although volatility forecasting remains a challenging task, our research provides insight on the key factors influencing forecasting performance and how volatility forecasts should be constructed.

Although our research does not directly address managerial incentives to manipulate a firm’s estimate of expected stock volatility, we contribute to the literature by providing a more reliable, more accurate volatility forecasting method relative to the commonly used historical volatility method. Since historical volatility is a rather poor forecast for expected stock volatility, it is perhaps too easy or convenient for firms to justify even fairly large deviations from historical forecasts. Given the documented evidence on the opportunistic use of managerial discretion to understate expected volatility, historical forecasts are probably providing too much discretion for management over volatility forecasts. If the LM-VAR forecasting method becomes the new industry standard for volatility forecasting, managers are more likely to refrain from the opportunistic use of discretion and focus more on forecasting accuracy instead.
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